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Short summary

This study aims to improve the understanding of hysteresis phenomena in Network Macroscopic
Fundamental Diagrams (NMFDs) and Network Exit Functions (NEFs) during rush hours. We
employ the LWR model based on trapezoidal boundary conditions upstream of a discontinuous
bottleneck to analyze the time-dependent relationship between tra�c accumulation and trip com-
pletion rate and average �ow in urban tra�c networks. The methodology includes a theoretical
analysis supported by numerical experiments to approximate rush hour-speci�c tra�c behavior.
The study links the relationship between inhomogeneous vehicle distribution in tra�c networks and
hysteresis loops in MFD relationships to measurable tra�c �ow quantities for the �rst time. The
main conclusions indicate the presence of hysteresis loops in �ow- and out�ow-MFDs. The study
contributes to tra�c �ow modeling by o�ering insights into the e�ects of congestion distribution
and network topology on tra�c performance.
Keywords: tra�c �ow theory, hysteresis, bottlenecks

1 Introduction

Godfrey (1969) appears to be the �rst author to postulate a strictly functional, uni-modal rela-
tionship between average �ow and density in urban tra�c networks two variables. After tra�c
�ow theory C. Daganzo & Geroliminis (2008) and empirical data Geroliminis & Daganzo (2008)
have more recently con�rmed the existence of such relationships, their estimation and analysis
have gained considerable popularity. Such relationships are commonly referred to as Network
Macroscopic Fundamental Diagrams (NMFDs) or �ow-MFDs. A similar relationship, known as
the Network Exit Function (NEF) or out�ow-MFD, has also been demonstrated between trip
completion rate and average density C. Daganzo (2007).
In a recent review paper, Johari et al. (2021) categorize the requirements for the existence of
MFDs as follows: demand homogeneity, road homogeneity, and control homogeneity. In particular,
the assumption of demand and road homogeneity is only rarely possible without restrictions in
transportation network modeling. Buisson & Ladier (2009) show that the inhomogeneity of density
within a network during rush hour can in�uence the relationship between tra�c �ow and density
in such a way that clockwise hysteresis loops may form. Next, Mazloumian et al. (2010) and Yi et
al. (2010) and later Mahmassani et al. (2013) and Leclercq et al. (2015) con�rmed that congestion
distribution in�uences the emergence of NMFD hysteresis loops. The signi�cance of congestion
distribution for the MFD's shape and scatter has sparked interest in how this parameter can be
appropriately addressed in macroscopic network modeling (e.g. Yi & Geroliminis (2012)).
Other sources attribute the occurrence of hysteresis loops to the topology of the respective road
networks. As early as Buisson & Ladier (2009) and Yi et al. (2010), it was indicated that more
pronounced hysteresis e�ects are to be expected in freeway networks. Geroliminis & Sun (2011),
Saberi & Mahmassani (2012), and Saberi & Mahmassani (2013) provide a detailed discussion about
freeway NMFDs.
In contrast to previously described macroscopic modeling approaches, the theory by Lighthill,
Whitham Lighthill & Whitham (1955), and Richards Richards (1956) (LWR) assumes that tra�c
�ow and density are locally related in a concave functional relationship, known as the fundamental
diagram. The LWR theory is well-suited for analyzing local tra�c jam dynamics, but its application
in larger networks is prohibitively resource-intensive. Existing mesoscopic analyses of tra�c jams
behind bottlenecks within the LWR framework do not account for the characteristic congestion
buildup and subsequent dissipation of tra�c corridors during peak hours. Jin (2017) analyzes
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tra�c jam formation behind bottlenecks modeled as Riemann problems in various LWR-derived
theories. Newell (1999) describes a gradual increase in congestion behind continuous bottlenecks
for two speci�c shapes of the fundamental diagram (triangular and parabolic) but does not address
congestion reduction. Kerner (2002) develops an empirical theory for tra�c movements behind
bottlenecks. The aim of this article is to improve the understanding of the causes of hysteresis
in NMFDs and NEFs. To achieve this, rush hour-speci�c tra�c behavior is approximated as a
boundary value problem with trapezoidal demand upstream of a discontinuous bottleneck.

2 Methodology

The speci�c formulation of the model follows C. F. Daganzo (1995). If tra�c �ows in the direction
of increasing x and we take x1 > x2, then

∂

∂t

∫ x2

x1

k(x, t) dx+ q(x2, t)− q(x1, t) = 0. (1)

and
q(x, t) = Q(k(x, t)), (2)

where Q is a di�erentiable, non-negative function that is zero for k = 0 and k = kj . The cumulative
�owN(x, t) is de�ned such that its negative partial derivative with respect to space yields the tra�c
density k(x, t), and its partial derivative with respect to time yields the tra�c �ow q(x, t):

−∂N
∂x

(x, t) = k(x, t), (3)

∂N

∂t
(x, t) = q(x, t). (4)

If k is di�erentiable, 1 can be expressed as

∂k

∂t
+
∂q

∂x
= 0, (5)

for x2 → x1. If k has a jump discontinuity at (x, t), the conservation principle speci�es that the
velocity of the jump, u, is:

u =
[q]

[k]
=

[Q(k)]

[k]
, (6)

where brackets denote the change in the enclosed variable across the discontinuity.
We assume a trapezoidal shape of the �ow on the upstream boundary as a function of time, on a
link that is otherwise empty at t = 0. That is,

q(0, t) =


qb + (qp − qb) · t, for 0 ≤ t ≤ tpb,

qp, for tpb ≤ t ≤ tpe,

qp − (qp−qe)
(te−tpe)

· (te − t), for tpe ≤ t ≤ te,

qe, for te ≤ t ≤ ∞.

(7)

Tra�c �ows through a link of length l with a bottleneck with maximum capacity qbn at its down-
stream end. kbn,c is de�ned as the highest density k for which q(k) = qbn, while kbn,u is de�ned
as the lowest density satisfying the same condition. Let A(t) denote the total number of vehicles
on the link at time t, referred to as the accumulation. Let q̄(t) represent the average �ow on the
link at time t. Finally, let P (t) symbolize the �ow at the downstream end at time t. It is assumed
that the upstream boundary conditions always result in a queue at the bottleneck. Additionally,
we assume that the tail of the queue never exceeds the physical capacity of the link.
The set of characteristic lines, represented as straight lines in space-time, is de�ned by the equation
dq
dk (0, t0) · (t− t0) for every t0. The trajectory of the tail of the queue in space-time is denoted by
ψ(t).

Lemma 2.1. For every point (x, t) satisfying x < ψ(t) which is reached by at least one character-
istic curve, the physically correct characteristic is the latest emanating one.

Proof (Sketch). Consider a point (x, t) intersected by at least two characteristics. Let t+ be the
latest time instant a characteristic reaching (x, t) emanates from the upstream boundary, with c+
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denoting the corresponding characteristic curve. Intersection of two characteristic lines implies the
later emanating characteristic, starting at a time t− > tpe, occurs when the boundary demand
decreases. Consequently, for all points (x−, t), where x− ≤ x, characteristics reaching these points
have lower associated densities than that of c+. Given the weak di�erentiability of N(x, t) with
respect to x, this implies the desired result.

Lemma 2.2. Denote as t̂ the time instant at which the phsically correct characteristic reaching
psi(t) at t starts from the upstream boundary.The trajectory of the tail of the queue in space-time,
ψ(t), is then given by the formula:

ψ(t) = l −
(
v(k(0, t0))−

dq

dk
(0, t̂)

)
· k(0, t0(ψ(t), t))−N0 + qb · (t− tb), (8)

Proof (Sketch). The proof leverages the equivalence of the integration paths for N(x, t). Speci�-
cally, the �rst path from (0, 0) to (l, 0), then to (l, t), and �nally to (ψ(t), t), and the second path
from (0, 0) directly to (0, t̂), and then to (ψ(t), t). By equating the integrals along these paths and
solving for ψ(t), the desired formula is obtained.

3 Results and discussion

Proposition 3.1. The time-dependent relationship between A(t) and P (t) is characterized by an
anti-clockwise hysteresis loop, described by the following sequence of phases:

1. From t = 0 to t
(1)
P,max, both A(t) and P (t) increase, tracing curve Ā up to the point (k̄1, qbn).

2. Between t
(1)
P,max and tA,max, P (t) remains constant at qbn while A(t) increases to k̄max.

3. From tA,max to t
(2)
P,max, P (t) stays constant, but A(t) decreases to k̄2 < k̄1.

4. Finally, in the interval t
(2)
P,max to teq,end, the relationship moves along the decreasing curve

B̄ from (k̄2, qbn) to (kbn,c · l, qe), with B̄(k̄) > Ā(k̄) for all k̄ ∈ [kbn,c, k̄2].

Proof. Proof(Sketch) We prove each part of the proposition as follows:

1. From t = 0 to t
(1)
P,max: Characteristics originating from the upstream boundary do not

intersect during this period, and the �ow associated with each characteristic rises with its
emanation time. Consequently, as each point on the downstream boundary corresponds to
precisely one characteristic, the property of increasing Ā is evident.

2. Between t
(1)
P,max and tA,max, and from tA,max to t

(2)
P,max: The exit �ow equals qbn i� ψ(t) < l.

Characteristic line c1, initiating queuing at the downstream, has �ow > qbn; c2, ending queu-
ing, has �ow < qbn. Given c1 arises with increasing upstream �ows and c2 with decreasing
ones, and since accumulation is the integral of upstream �ow over time, accumulation is
greater at the queue's start than its end.

3. Finally, in the interval t
(2)
P,max to teq,end: The proof follows the arguments made in the �rst

two parts.

Proposition 3.2. The time-dependent relationship between A(t) and q̄(t) forms a clockwise hys-
teresis loop characterized by three phases:

1. From t = 0 to t = tq̂max
, A(t) increases with q̂(t), moving northeast along curve A.

2. From t = tq̂max
to t = tAmax

, the relationship transitions along curve B, moving southeast as
q̂(t) decreases while A(t) continues to increase, reaching its maximum.

3. Beyond t = tAmax
, as time approaches in�nity, the curve moves southwest, indicating a

decrease in both A(t) and q̂(t), eventually intersecting curve A again.
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Figure 1: Time-dependent relationship between accumulation and trip completion rate.

The directional arrows symbolize progression of time.

Proof (Sketch). For this abstract, we demonstrate the proposition of the lemma for time instants
t for which ψ(t) < l, i.e. those where there is an active queue. We do so by showing A(t1) = A(t2)
with t2 > t1 implies q̄(t1) > q̄(t2). The growth behavior of ψ(t) requires that, for A(t1) = A(t2)
to be true, ψ(t1) > ψ(t2). We can conclude that the accumulation within the queue at each
instant, denoted Aq(t), is higher at t2: Aq(t1) < Aq(t2). Consequently, the reverse relationship
has to hold for the accumulation upstream of the queue, denoted Au(t) at both time instants:
Aq(t1) < Aq(t2), which implies that the average �ow upstream of the queue is higher at time
instant t1. Since, however, the average �ow within the queue is uniform at qbn at both time
instants, it follows that q̄(t1) > q̄(t2).

Finally, we present simulated examples to illustrate the hysteresis e�ects within the framework of
a numerical approximation in the Cell Transmission Model (CTM). The simulations cover three
hours, employing a triangular fundamental diagram to propagate tra�c �ow. This diagram is
characterized by a free-�ow speed of 60, a critical density of 40, and a jam density of 160. We
conducted simulations for two distinct scenarios of the boundary value problem, characterized by
the following boundary �ows:
For a high demand scenario:

qhigh(0, t) =


20 + 30t if 0 ≤ x ≤ 2

3 ,

40 if 2
3 ≤ x ≤ 1,

40− 30 · (t− 1) if 1 ≤ x ≤ 2.

And for a low demand scenario:

qlow(0, t) =


20 + 30t if 0 ≤ x ≤ 1

3 ,

30 if 1
3 ≤ x ≤ 2

3 ,

40− 30 · (t− 1) if 2
3 ≤ x ≤ 1 2

3 ,

10 if 1 2
3 ≤ x ≤ 3.

The outcomes of these simulations are depicted in Figures 2 and 3.
Our analysis reveals that the magnitude of hysteresis appears to be uniform across di�erent peak
boundary demands for Network exit functions. This observation may be attributed to how an
increase in peak demand is achieved between the simulated instances, namely by extending the
length of the intervals of increase instead of their slope. Consequently, this approach does not
alter the asymmetry in the spatial distribution of vehicles during the transition from low to high
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Figure 2: Low demand

Figure 3: High demand

demand. Alternatively, had the increase in peak demand been realized through a steeper slope
of the boundary value curve, we would expect a greater degree of hysteresis in scenarios of high
demand.
Regarding the relationship between average �ow and vehicle accumulation, our �ndings indicate
a notable increase in hysteresis concurrent with the rise in peak demand. This observation aligns
with the theoretical discussions presented in the proof of Proposition 3.2. The logic underpin-
ning this phenomenon suggests that higher demands lead to longer queues (i.e., lower values of
ψ(t)), thereby exacerbating the asymmetry in vehicle distribution at two distinct time points with
identical accumulations.

4 Conclusions

Our mathematical model o�ers a new method to analyze hysteresis factors at the corridor level,
showing through theoretical analysis that our predictions of hysteresis behavior match empirical
data. This approach allows for identifying the shapes and sizes of hysteresis loops from tra�c �ow
data, deepening our understanding of hysteresis in tra�c systems. This understanding is based
on the signi�cant impact of vehicles' time-varying spatial distribution, with our model shedding
light on these patterns. Speci�cally, we observe that counterclockwise hysteresis loops in the exit
function result from vehicles being closer to their destinations during congestion easing, whereas
clockwise loops in the Fundamental Diagram come from tighter vehicle clustering in such phases,
slowing average speeds. Despite seeming obvious, this area's lack of systematic study has led to its
varied representation in macroscopic tra�c analyses. For example, Gayah & Daganzo (2011) notes
decreased exits during congestion, contrasting with Geroliminis & Sun (2011), which assumes
unchanged exit functions in networks with NMFD hysteresis. Our framework enables detailed
analysis of hysteresis' responsiveness to di�erent factors, essential for improving tra�c �ow models.
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