
An open-source framework for the robust calibration
of large-scale traffic simulation models

Vishal Mahajan1, Guido Cantelmo2, and Constantinos Antoniou1

1Technical University of Munich, Arcisstraße 21, Munich 80333, Germany
2Transport Division, Technical University of Denmark, Denmark

Short summary

Large-scale traffic simulation models are a crucial tool for simulating and evaluating different trans-
port solutions. However, due to the scale and complexity of these models, numerous parameters
exist that can significantly influence their outputs. The problem of estimating these parameters
is referred to as the Dynamic Traffic Assignment (DTA) calibration problem. After more than 30
years of research, several algorithms have been proposed that can - with a certain degree of success
- address this challenge, even for large instances or in the presence of noisy data. Two challenges,
however, remain critical today and are addressed in this paper. From a purely methodological
perspective, DTA calibration is a highly under-determined problem, meaning multiple plausible
solutions exist. This is particularly relevant when calibrating demand parameters. Therefore, in
this paper, we propose two techniques inspired by the field of computer science that allow for
enhancing robustness: bagging and Stochastic Parameter Averaging (or SPA). The second contri-
bution of this research is more practical. While many algorithms have been proposed, the source
codes of these algorithms are often not shared with the scientific community. As a consequence,
most papers still use as a benchmark model the SPSA, an algorithm proposed roughly 30 years ago.
Therefore, this study introduces an end-to-end open-source framework for DTA calibration. The
model can calibrate supply and demand parameters, include state-of-the-art optimizers (W-SPSA,
SPSA, Bayesian Optimization), an auto-tuning option to calibrate their parameters, and the bag-
ging/SPA extension already mentioned. The conceptual framework proposed in this research is
general and includes a few algorithms already. It is currently linked with the open traffic simulator
SUMO to demonstrate its effectiveness. Researchers can use this framework as a benchmark or
extend it using new simulators and optimizers. The method is tested both in controlled settings,
as well as using the real-world large scale network of Munich.
Keywords: DTA calibration, ensemble, large-scale optimization, OD estimation, open-source
(Topics: Transport Network Modelling, Big data analytics, Operations research applications)

1 Introduction

A transportation system is made up of different parts and their interactions, which results in travel
demand and supply of transport services (Cascetta, 2001). Dynamic Traffic Assignment (DTA)
simulators are advanced tools commonly used by researchers and practitioners to represent the
traffic flow variations and behavioral choices in a large-scale network (Ben-Akiva et al., 2012).
Due to the scale and complexity of these models, numerous parameters exist that can significantly
influence their outputs. DTA calibration is the process of estimating the value of these parameters
so that the difference between the simulated data (counts, travel time, speed) and observed data
is minimized. The resulting optimization problem, however, is notoriously complex to solve. One
issue is whether to calibrate supply and demand parameters together or separately (Toledo et al.,
2014). Second, it is virtually impossible to guarantee optimal solutions in real-life settings. That
is because the problem is highly under-determined (due to a large number of variables compared
to a relatively small amount of observations), highly nonlinear (due to congestion dynamics), and
non-convex (non-unique optimal solution). For an extensive review of these issues, as well as their
solutions, we refer to (Antoniou et al., 2016). In general, many algorithms have been proposed
that can partially cope with the above-mentioned challenges. However, two aspects remain critical
and are addressed in this study. First, many models proposed in the literature are difficult to
reproduce. This is because the code is not publicly available, often due to restrictions in data
availability or in the DTA model (e.g., commercial software). As a consequence, many authors
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benchmark their models against the SPSA (an algorithm proposed in 2006) or spend considerable
time reproducing algorithms from the literature. In addition, while the DTA calibration process has
been tested in many real-life experiments, due to the non-convex nature of the problem, obtaining
robust and reliable estimates is still an open challenge. The work proposed in this research aims at
answering these two questions. First, we propose an end-to-end open-source framework for DTA
calibration that includes state-of-the-art solvers. The framework is designed for the open source
DTA model SUMO (Lopez et al., 2018) and can be used to benchmark new models. Second, we
propose to use parameter ensembling techniques, most notably bagging and Stochastic Parameters
Averaging (SPA) to obtain more robust estimates. The framework has been successfully tested on
the large-scale network of Munich, showing that it can be deployed in practice.

2 Methodology

The methodology is divided into two parts. First, we introduce the framework for DTA calibration
and its main features. Then, we introduce the algorithms for SPA and bagging.

End-to-end calibration framework

Figure 1: Experimental setup (Mahajan et al., 2023)

We developed a Python-based platform for the calibration of both demand and supply parameters
of DTA models using the SUMO traffic simulator (Lopez et al., 2018). A schematic representation
of the platform is shown in Figure 1. Given the simulation inputs (simulation network, traffic
analysis zones, parameters), the platform estimates the parameters according to the proposed
methodology. An initial Origin-Destination (OD) matrix generates trips between edges in different
Traffic Analysis Zones (TAZs). The routing algorithm in SUMO assigns routes to these trips. Au-
tomatic or online routing is used for the traffic assignment. The parameters influencing the routing
of vehicles are re-routing probability, re-routing period, and re-routing adaptation steps. Travel time
of different edges can be scaled using the parameter edge priority factor. The parameters which
affect the delays are junctions flow penalty at junctions and unsignalized junction penalty. We use
Bayesian optimization for calibrating these selected supply parameters.

Concerning the demand parameters, we implemented a state-of-the-art optimizer (W-SPSA An-
toniou et al. (2015)) by extending the Python SPSA implementation by Mayer (2017). Further,
considerable time and manual effort is usually spent in fine-tuning the hyperparameters of the
SPSA to enhance calibration performance. Therefore, we included in the framework an automatic
tuning function to automatically optimize the SPSA hyper-parameters. The auto-tuning function
uses the assignment matrix to create an analytical approximation of SUMO. Bayesian optimization
is used to find the optimal parameters that reduce the error of the analytical model.
Finally, two additional extensions have been included, namely bagging and SPA. These methods,
shortly described in the next sub-section, have been tested using W-SPSA. However, similarly to
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most of the features described in this section, they can be combined with other optimizers once
they are implemented in the framework. The complete platform is implemented using Python
and is available on GitHub (https://github.com/vishalmhjn/actrys). In short, the model currently
implements the following features:

• Three optimizers (Bayesian Optimization, SPSA, W-SPSA)

• A heuristic model to pre-process historical demand and remove bias

• The framework sequentially optimizes supply and demand parameters

• It includes an auto-tune function for the hyper-parameters of the optimizer

• It includes parameter ensembling to enhance robustness

Parameter ensembling to reduce estimators’ variance

This sub-section introduces the methodological contribution of this research. The methodology
focuses only on improving the estimates for the demand parameters, therefore we refer to this
sub-task as the OD estimation problem. Without loss of generality, the OD estimation problem
can be operationalized as follows:

minimize
X

T∑
t=1

[w1z1 (M
o
t ,M

s
t ) + w2z2 (Xt,X

a
t )] (1)

In Equation 1, Mo
t and Ms

t refer to the observed and simulated traffic data. Similarly Xt and Xa
t

refer to the estimated and a-priori values of the demand (OD) parameters. Finally z1, and z2 are
functions that measure the discrepancy between simulated and observed data (Goodness-of-Fit,
GoF), while w1 and w2 are weights for these functions. The dependence between simulated traffic
data and the OD matrices is directly obtained from the DTA traffic simulator (SUMO, in this
study). Other constraints that are often applied in practice are ignored here for ease of reading.
The OD estimation problem is highly under-determined, meaning that many solutions exist that
are theoretically feasible for a given optimization formulation. This also implies that even state-
of-the-art models such as W-SPSA will unavoidably find a local solution for Equation 1, resulting
in parameters with considerable variance. In this study, we hypothesize that, due to variance in
the spatiotemporal demand patterns, variance in sampling distribution or measurement errors can
be considered as a manifestation of the desired (or “true”) solution. Parameter averaging, such
as in the bagging and averaging techniques, can help to cancel out some of the variances in the
individual solution so that the averaged solution is closer to the desired one.

Therefore, we introduce two algorithms that can be used to combine bagging and SPA within the
OD estimation problem.

W-SPSA with Bagging: when using bagging (B-W-SPSA) (Breiman, 1996), we run multiple
estimators, such as W-SPSA, (in parallel or in serial order), and record the final estimates of each
of the runs or cycles (since SPSA is stochastic in nature). To promote exploration, at each run we
perturb the initial seed matrix - i.e., X̂a ← Xa + ϵ, where ϵ is a normally distributed error term.
Each run leads to different local optima. The final result is obtained as an average of these results

W-SPSA with Stochastic Parameter Averaging: The Stochastic Parameter Averaging (SPA)
is a new algorithm applied in this research and inspired by the Stochastic Weight Averaging (SWA)
(Izmailov et al., 2018), used in the field of computer science to find the weights of Deep Neural
Networks (DNNs) while avoiding local minima. In SPA, the optimization is divided into two parts.
In the first phase, the optimizer (W-SPSA, in this case) reduces the error in Equation 1. In this
case, there is no difference between normal W-SPSA and W-SPSA with SPA. Phase two begins
once the model achieves a local solution. In this step, the gain coefficients (i.e, the SPSA hyper-
parameters) are reset. The next optimization cycle uses the iterate from the previous cycle as the
initial parameters, and hence it is referred to as “warm restart”. Resetting of SPSA gain coefficients
resembles the cyclic learning rate, and allows the algorithms to explore new solutions.

3 Results and discussion

We present the results of our optimization model for two case studies. We compare the results of
three models, namely W-SPSA, B-W-SPSA, and SPA. Two scenarios are analyzed:
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1. Scenario 1: Analytical simulator with synthetic sensor counts. A randomly generated
assignment matrix is used for mapping OD flows (randomly sampled using a distribution
function).

2. Scenario 2: SUMO and Munich regional network with synthetic sensor counts data. Given
OD flows (Moeckel et al., 2020) are simulated and corresponding sensor counts are recorded
as desired counts. The Munich regional network is divided into 73 zones resulting in 5256
OD pairs. The network consists of a total of 8761 links.

Scenario one serves to visually explain how bagging and SPA build on and improve the performances
of W-SPSA. Scenario 2 tests how parameter ensembling performs when using SUMO on a large,
real network. In both cases, the Weighted Average Percentage Error (WAPE) and the Root Mean
Squared Error (RMSE) are used as evaluation criteria for OD fitness and count fitness.
In Scenario 1, we use a random perturbation Rx to introduce bias in the OD matrix. Then, we
use the proposed algorithms to estimate the optimal parameters. The objective function minimizes
the error with respect to historical OD flows and traffic counts. In Figure 2, we show the contours
of the OD fitness errors for single W-SPSA estimates, SPA estimates, and bagged estimates - for
selected ODs. Due to high dimensional optimization, fitness error is influenced by thousands of
the demand parameters, so the plot shows the conditional error (because it depends on multiple
parameters) region with the values of the pair of zones on X and Y-axes. The two columns in
this figure correspond to levels of random perturbation Rx 30%, and 90%. It is evident, that
in both cases, the single estimates are scattered in the region, but the averaged estimates from
SPA and bagging are lying with the region of lower errors as compared to the single W-SPSA
estimates. Intuitively, this illustrates how bagging/SPA help to reduce the variance in the estimates
from single W-SPSA estimates. While the two models overall achieve the objective of reducing
variance in the estimates, our results show that - for the same number of objective functions
evaluation - bagging systematically outperforms SPA. Therefore, in Scenario 2 we will mostly
focus on comparing bagging and traditional W-SPSA.

Figure 2: Contour plots showing the parameter values of the objective function for selected
pair of the zones at different values of the Rx.

Scenario 2: We show the results of the calibration for the Munich scenario using the SUMO
platform in Table 1. In all experiments, we assume a systematic bias Bx = 0.60 and a relatively
smaller factor for randomness (Rx = 20%). By default, we use only sensor counts in the objective
function. However, we also simulate the case where we introduce artificial randomness in the sensor
counts to mirror data errors. In this case, we also introduce speeds in the objective function to
test the open-source framework when multiple data sources are available.
We use the W-SPSA with manual optimization of the hyper-parameters as the baseline. The
corresponding improvement in speed fitness and OD fitness are 36.65% and -59.71%, respectively.
A negative value of improvement tells that the estimated OD is worse than the initial OD values,
which points to the ineffectiveness of the optimization. When using W-SPSA combined with
bagging (B-W-SPSA), all error metrics substantially improve. The counts and speeds error improve
by about 80% and 44%, respectively. More notably, the error in the OD flows is also reduced of
about 20%. To further test our hypothesis that bagging can reduce variance by filtering noise,
we can look at the experiments where some sensor noise was introduced. When the noise is low
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Table 1: Results of the Munich scenario with synthetic data

Sensor noise % Improvement WAPE (RMSE)
Model Bx Count Speed OD
W-SPSA 0.6 0 68.11 (69.01) 36.65 (50.27) -59.71 (-82.84)
B-W-SPSA 0.6 0 82.34 (84.31) 44.36 (55.72) 20.08 (12.88)
B-W-SPSA* 0.6 15% 61.54 (59.53) 48.85 (65.22) 9.06 (-7.06)
B-W-SPSA* 0.6 30% 41.29 (39.06) 32.47 (33.56) 0.33 (-19.02)
B-W-SPSA* 0.6 45% 25.07 (23.79) 28.43 (14.43) -0.38 (-38.48)
*: both counts and speeds are used in the objective function

(15%), the model still performs better than W-SPSA (except for the counts). When sensor noise
increases, performances deteriorate. However, this is expected. More importantly, B-W-SPSA has
a low error on the OD flows even for high sensor noise, which highlights the robustness of the
framework when SPSA is combined with bagging.

4 Conclusions

Robust and efficient algorithms for DTA calibration are required for virtually any application
where DTA models are deployed. However, obtaining robust estimates is still an open challenge
in the research community. This research contributes to this direction in two ways. First, we
provide an open-source framework for DTA calibration. The framework already includes several
features, and can easily be extended to new DTA models and/or optimization algorithms. We
hope that this can be useful to other researchers when developing new and better algorithms.
Second, we propose two parameter ensembling techniques, the SPA and the bagging, and test
them with the W-SPSA algorithm. Both techniques show that ensembling can lead to more robust
estimates compared to W-SPSA. Conceptually, SPA and bagging are similar, as they both achieve
better estimates by averaging results. However, SPA does this sequentially, while bagging runs
independent optimizations. In practice, bagging can be more convenient when it is possible to
run several simulations in parallel, while SPA can be more suited to explore different regions
sequentially. We tested our framework on the large-scale network of Munich, Germany, showing
how ensembling techniques allow filtering noise and estimating robust solutions. In the future, we
hope to collaborate with other researchers, to include other algorithms, and interface the platform
with other DTA models.
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