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SHORT SUMMARY 

 
Criticality assessment constitutes a major step towards the vulnerability analysis of transportation 

networks, enabling the identification of crucial infrastructure elements the unavailability of which 

provokes significant impacts. This paper aims to investigate the extent to which criticality in 

transportation networks is sensitive to several factors, including demand variation, level of capac-

ity degradation, and network abstraction. A case study takes place in Sioux Falls, assuming that 

road users follow the user equilibrium routing behavior. Results showcase that criticality is sen-

sitive to all mentioned factors, highlighting the need for transportation planning authorities to 

incorporate these factors in the preparation of adaptation plans to unexpected events and the en-

hancement of road networks robustness. 
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1. INTRODUCTION 
 

Transportation networks constitute fundamental components of contemporary societies given 

their significance for the movement of people and goods. Therefore, their disruption caused by 

natural and man-made disasters, accidents, or public works provokes several impacts to human 

mobility and supply chains. Due to the necessity for handling such disruptions within transporta-

tion networks an entire class of studies has focused on the analysis of concepts, including vulner-

ability, robustness, and criticality. The first two concepts focus, in line with the most cited defi-

nition of the former (Berdica, 2002), on the assessment of the susceptibility (or resistance) of a 

transportation network to incidents that can considerably reduce its serviceability. A typical met-

ric for estimating serviceability loss is the increase in the generalized travel cost. The main objec-

tive of the concept of criticality, is to identify those components (i.e., nodes or links) of a trans-

portation network the unavailability of which mostly reduces its serviceability. This is achieved 

by calculating the difference or relevant difference in the generalized travel cost considering a 

transportation network in its original state and various instances of the same network in which 

one-by-one each of its components is successively removed. Subsequently, these components are 

ranked by assessing the impact of their removal from the network. Such an approach is termed as 

“full-scan approach” (Chen et al., 2012). However, several variations of the framework presented 

above have been suggested to quantify criticality in transportation networks. A useful measure 

for the assessment of criticality in transportation networks has been proposed by Nagurney and 

Qiang (2012). This measure termed as “Unified Network Efficiency” captures simultaneously 

flows, travelers’ behavior, and travel costs. It is mathematically defined as follows: 
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where G denotes the topology of the network, d a demand vector, dw the demand corresponding 

to OD pair w, λw the disutility of OD pair w, and nW the number of OD pairs in the network. 

Accordingly, the importance of each component is ranked through the following metric: 
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A powerful feature of the measure proposed by Nagurney and Qiang (2012) is its independence 

from network connectivity loss due to the removal of a component g. This is enabled by the pos-

sibility to assign the demand corresponding to a disconnected OD pair to an abstract path at a cost 

of infinity. Therefore, the need for utilizing a different measure for capturing cases of unsatisfied 

demand becomes unnecessary. A systematic overview of the frameworks suggested in the rele-

vant literature for assessing criticality fairly exceeds the scope of the current paper. Its main ob-

jective is to assess whether and how the results of criticality assessment are influenced by several 

factors, reflected by the structural members of Equation 1. The first factor constitutes demand 

variation. Higher values of travel demand may be the case when a transportation network is used 

for evacuation operations, while lower values of travel demand may be the case when a transpor-

tation network is affected by extreme weather events during which a considerable number of 

travelers may postpone or cancel their planned trips. The second factor constitutes the level of 

capacity degradation, i.e., whether the components of a network become partially or completely 

unavailable. The former most closely resembles cases in which a component of transportation 

network is affected by localized incidents, e.g., accidents or roadworks. On the other hand, the 

latter most closely resembles cases in which a component of a transportation network is affected 

by widespread events, e.g., natural disasters. The last factor is stemming from the fact that criti-

cality assessment is executed through traffic assignment models. In such models, the level of 

network abstraction is decided upfront having in mind road hierarchy and may lead to the inclu-

sion or exclusion from the analysis of secondary arterials or local roads. In this respect, the extent 

to which criticality results is affected is not readily assessable. It should be noted that the compu-

tational framework for estimating travel disutility is another influential factor. However, this fac-

tor has been already assessed by Nagurney and Qiang (2012), who compare the difference in 

criticality when travel times are estimated assuming user equilibrium and system optimum routing 

behaviors. Such an analysis can be extended to also include additional frameworks, such as static 

traffic assignment based on stochastic user equilibrium routing behavior or dynamic traffic as-

signment, feeding the scope of future research. 

 

 

2. METHODOLOGY 
 

The current paper assess criticality within Sioux Falls test network (Figure 1), based on the frame-

work suggested by Nagurney and Qiang (2012). Travel disutility is limited to travel time, which 

is estimated based on static traffic assignment assuming that road users are routed based on the 

user equilibrium behavior. Link travel times are calculated through the function suggested by the 

Bureau of Public Roads: 
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where ta
f denotes the free flow travel time of a link a, xa the flow passing through link a, and Ca 

the capacity of link a. Calculations are executed by using the Frank-Wolfe algorithm implemented 

in AequilibraE (v.0.6.2) Python package for transportation modeling. The maximum number of 

iterations was set to 1000 and the relative convergence gap was set to of 10-3. Disruptions are 

modeled by assigning a very high value to the free flow time of the corresponding links. 

 

 
 

Figure 1: Sioux Falls 
 

Demand variations are modelled by repeating the analysis for 15 Origin Destination (OD) tables, 

including the original scaled from 80% to 120% with a 10% step and ten more tables including 

different demand profiles also from 80% to 120%. Different demand profiles are constructed by 

keeping the total vehicle trips constant (360.000 trips) and randomly generating the number of 

vehicle trips corresponding to each OD pair. Therefore, different flow patterns are introduced, 

resembling unexpected circumstances, such as emergencies and evacuations. Moreover, different 

levels of capacity degradation are modelled by repeating the analysis without assigning a very 

high value to the free flow time of the network’s links but through the successive decrease of their 

capacity by 25%, 50%, 75%, and 100%. Finally, with the aim of modelling the effect of excluding 

secondary arterials and local roads from the analysis, several bidirectional links connecting exist-

ing nodes and defining new ones at their intersections are added in the network. This addition 

(Figure 2) is based on the map of the actual road network that is made available by the Transpor-

tation Networks for Research Core Team (2019). A low value is assigned to the capacity of all 

additional links, i.e., 2000 vehicles/hour. The actual length of added links is utilized as an estima-

tor of their free flow time. The following values are utilized: 

• 10 (0.01 hours) when length>1 km 

• 15 (0.01 hours) when 1 km<length<2 km 

• 20 (0.01 hours) when 2 km<length<3 km 

• 25 (0.01 hours) when 3 km<length<4 km 
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• 30 (0.01 hours) when 4 km<length<5 km 

 

 
 

Figure 2: Map of the actual road network (left) and augmented network (right) 
 

For the above cases, specific diagrams are presented indicating both the variability of the mini-

mum, average, and maximum value of link importance as well as the variability of the ranking of 

links that are considered of low, medium, and high importance without considering the effect of 

any of the factors discussed in Section 1 (hereafter referred to as “initial analysis”). Correlation 

indices are reported to investigate the linear relationship between parameters of interest. The Pear-

son’s and Spearman’s correlation index is used for evaluating the relationship between continuous 

and ordinal variables, respectively. 

 

 

3. RESULTS AND DISCUSSION 
 

Criticality assessment 
 

The results of the initial analysis are presented in Figure 3. The unified efficiency of the network 

is found to be E(G,d)=45.568. Moreover, the most important links are links 56, 60, 37, and 38, 

while the less important links are links 4, 14, 3, and 1. By comparing these results with link flows 

(Figure 4) it seems that highly important links serve varying amounts of vehicle traffic. However, 

as the value of the Pearson’s correlation index suggests (rimportance,flow=0.768), there is a moderate 

correlation between these two parameters. Deviations can be translated through the conceptual 

framework suggested by Jenelius (2010), involving network redundancy. According to this 

framework, a link is critical not only when it serves a considerable amount of traffic but also when 

it does not possess efficient rerouting alternatives. This explains, for instance, why links 37 and 

38 are of high importance, while not serving a high amount of traffic. 
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Figure 3: Link importance values and ranking 
 

 
 

Figure 4: Link flows 
 

Effect of demand variation 
 

The effect of demand variation to the minimum, average, and maximum values of link importance 

is depicted in Figure 5. The average and minimum link importance values appear to be less sen-

sitive. This is not the case for the maximum value of link importance, which seem to be moder-

ately sensitive to the variation of the total number of trips and highly sensitive to the analyzed 

demand profile.  

 

However, the results included in Figure 5 do not provide enough information for the sensitivity 

of the link rankings, considering that it is unknown to which links the presented values belong. 

For this reason, in Figures 6-7 the variation of the ranking of two lowly, moderately, and highly 

ranked links according to the results of the initial analysis are presented. While the maximum 

importance value appears to be highly sensitive to demand variation, this is not the case for the 

rankings of the most important links, which appear to be stable against both the increase and 

decrease of the total number of trips and the emergence of new flow patterns. Similarly, while the 

minimum and average importance values appear to be low sensitive, the opposite holds true for 

the rankings of low and medium important links. Moreover, Figures 6-7 reveal that there is ten-

dency for low important links to get more important with the increase of the demand factor. With 

the aim of assessing whether the above findings can be generalized, the variation of the average 

ranking of the 25 most highly, 26 moderately, and 25 most lowly important links is calculated. 

The derived results are presented in Figure 8. It can be observed that the average ranking of the 

most highly and lowly important links is sensitive to demand variation, while the average ranking 

of the medium important links appears stable. 
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Figure 5: Variation of minimum, average, and maximum link importance values 

for different demand factors and profiles 
 

 
 

Figure 6: Ranking variation of links 4, 61, and 56 for different demand factors and 

profiles 
 

 
 

Figure 7: Ranking variation of links 14, 59, and 60 for different demand factors 

and profiles 
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Figure 8: Average ranking variation of lowly, moderately, and highly important 

links for different demand factors and profiles 

 
Such divergent results suggest the difficulty of identifying a pattern translating the relationship 

between criticality and demand variation. The only conclusion that can be supported, considering 

the values of the Spearman’s correlation analysis (Table 1), is that criticality assessment is more 

sensitive to random flow patterns than the uniform growth or decrease of travel demand. This 

finding stresses the importance of demand uncertainty during the preparation of response plans 

to emergencies, where demand is quantitatively and spatially uncertain. 

 

Table 1: Spearman’s correlation indices between rankings derived from different 

demand factors and profiles 

 

 P0 

80

% 

P0 

90

% 

P0 

100

% 

P0 

110

% 

P0 

120

% 

P1 

80

% 

P1 

90

% 

P1 

100

% 

P1 

110

% 

P1 

120

% 

P2 

80

% 

P2 

90

% 

P2 

100

% 

P2 

110

% 

P1 100% 0.58 0.59 0.66 0.67 0.65 0.95 0.98 1 0.98 0.92 0.89 0.92 0.89 0.84 

 

Effect of capacity degradation 
 

In Figure 9 the effect of capacity degradation to the minimum, average, and maximum values of 

link importance is presented. As it appears, lower levels of capacity degradation conclude to lower 

values of link importance. This seems reasonable since a uniformly lower reduction in the value 

of all links capacity leads to lower travel time increases and performance losses. Besides, it seems 

that the level of capacity degradation affects to a lesser degree the minimum and to a greater 

degree the maximum value of link importance. 

 

Similar to the previous subsection, it is unknown to which links the values included in Figure 9 

belong. Figures 10-11 present the variation of the ranking of two lowly, moderately, and highly 

ranked links according to the results of the initial analysis. It appears that the ranking of lowly 

and medium important links remains stable against the level of capacity degradation. In contrast, 

the ranking of highly important links becomes significantly lower for lower levels of capacity 

degradation. In Figure 12 the variation of the average ranking of the 25 most highly, 26 moder-

ately, and 25 most lowly important links is presented. 
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Figure 9: Variation of minimum, average, and maximum values of link importance 

for different levels of capacity degradation 
 

 
 

Figure 10: Variation of the ranking of links 4, 61, and 56 for different levels of ca-

pacity degradation 

 

 
 

Figure 11: Variation of the ranking of links 14, 59, and 60 for different levels of ca-

pacity degradation 
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Figure 12: Variation of the average ranking of lowly, moderately, and highly im-

portant links for different levels of capacity degradation 
 

Through the results included in Figure 12, it seems that the average ranking of only medium 

important links remains stable against the level of capacity degradation, while the ranking of 

lowly important links is considerably sensitive. Moreover, it is confirmed that the ranking of 

highly important links becomes significantly lower for lower levels of capacity degradation. Fig-

ure 12 also reveals that the variation of link rankings is gradually increasing when the level of 

capacity degradation gets lower.  

 

Effect of network abstraction 
 

Through Figure 13 it becomes evident that either the minimum, average, or maximum value of 

link importance is lower in the case of the augmented network. The variation of the ranking of 

two lowly, moderately, and highly ranked links according to the results of the initial analysis is 

depicted in Figures 14-15. It appears that the ranking of the most important link is less sensitive 

to network abstraction, while the less and moderately important links are more sensitive. How-

ever, the variation of the average ranking of the 25 most highly, 26 moderately, and 25 most lowly 

important links, presented in Figure 16, suggests the opposite. Hence, it is not easy to conclude 

to any meaningful verdict concerning how network abstraction affects the ranking of highly, mod-

erately, and lowly important links. 

 

An interesting observation is that the flows of the augmented network exhibit an almost linear 

relationship with the flows of the original network (rflows-augmented,flows-original= 0.999), while the same 

relationship is weaker for link importance values (rimportance-augmented,importance-original= 0.677). This 

finding suggests that a narrow network abstraction would be enough for assessing the hierarchy 

of the road network’s links in terms of the amount of served flow but not for assessing criticality. 
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Figure 13: Variation of minimum, average, and maximum values of link im-

portance for the two network abstractions 
 

 
 

Figure 14: Variation of the ranking of links 4, 61, and 56 for the two network ab-

stractions 
 

 
 

Figure 15: Variation of the ranking of links 14, 59, and 60 for the two network ab-

stractions 
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Figure 16: Variation of the average ranking of lowly, moderately, and highly im-

portant links for the two network abstractions 

 

 

4. CONCLUSIONS 
 

This paper provides an exhaustive analysis on the sensitivity of criticality assessment within road 

networks to demand variation, level of capacity degradation, and network abstraction. The de-

rived results suggest that the aforementioned factors highly and unevenly affect the outputs of 

criticality assessment. The main conclusions that can be drawn with respect to each factor include, 

firstly, the high sensitivity of criticality assessment to random demand profiles. Secondly, the 

ranking of highly important links becomes significantly lower for lower levels of capacity degra-

dation. Thirdly, the exclusion of lower hierarchy roads from traffic assignment models overesti-

mates to a great extent the values of link importance. Finally, the variation of link importance is 

much greater than the variation of links’ ranking in terms of served flow when roads of lower 

hierarchy are excluded from the analysis. Such findings stress the importance of incorporating 

demand uncertainty, the analysis of scenarios involving various capacity degradation cases, and 

accurate network representations in the preparation of adaptation plans to unexpected events and 

the allocation of scarce resources for enhancing the robustness of road networks. 
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