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Going Bayesian? Why?

Bayes estimators are gradient free

Hessian free

Actually, no maximization is involved (most of the time)

Interesting for non-convex likelihood functions and weakly identified models

Works particularly well for latent variables (hybrid choice models, missing data,
utility)

Asymptotic properties coincide with MLE

Simulation-aided inference (repeated sampling), avoiding MSLE bias

Bayes works for small samples, and data that are not samples

Neat intuition: scientific method + interval estimation problem + decision making
theory
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Uncertainty

Uncertainty, broadly defined, accounts for a world that is probabilistic in nature

The study of uncertainty has become a paramount topic for several fields in
economics, statistics, and psychology

Decision-making process of consumers: we need to take into account
behavioral uncertainty (random utility)

The introduction of Bayesian tools adds another dimension to handling
uncertainty
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The Bayesian approach

We recognize that we are uncertain about the true state of the world
(which is expressed by the true parameters of the econometric model)

Frequentist (classic) approach: true parameters are fixed but unknown
constants

Bayesian: true parameters are random variables
This notion is fundamental for Bayesian inference and is derived from the
concept of subjective probabilities

Beliefs about the occurrence of a particular event (probability laws under uncertainty)
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The Bayesian approach cont’d

Bayesian approach: updating our vision of the world in the light of new evidence
(learning)
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Bayesian inference

Parameters of a model (Y ,P = Pθ) are assumed to have a prior statistical
distribution p(θ)

p(θ) describes the probability distribution of θ before the observation of y

The combination of the prior distribution p(θ) with the information coming
in via the sample data y ∈ Y determines the posterior distribution of the
parameters p(θ|y)

Inference about the parameters in Bayesian econometrics: we can introduce prior
knowledge or beliefs and apply the rules of probability directly
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Bayes’ theorem
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Bayes’ theorem

The posterior and prior distributions are related following Bayes’ theorem
according to

p(θ|y) =
p(y|θ)p(θ)

p(y)

Note that p(y|θ) ≡ `(y;θ) by definition.

Since p(y) is constant, for inference purposes Bayes’ theorem is rewritten as

p(θ|y) ∝ p(y|θ)p(θ)
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The prior distribution p(θ)

A prior reflects knowledge and beliefs (notion of subjective probability)
Priors are usually chosen inside a family of parametric probability distributions

The posterior distribution may become the prior for a subsequent problem
Recall that p(θ|y) ∝ p(y|θ)p(θ)
Conjugate family of distributions: the chosen prior is such that the posterior falls
within the same family

The use of Bayesian inference is particularly interesting for small samples
where the role of the prior distribution is potentially relevant
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The prior distribution p(θ) cont’d

In general, even for small samples the relative importance of the prior
distribution is proportional to its precision

The effect of the prior gradually disappears as the prior variance increases

The importance of the prior distribution disappears as the sample size increases

1 A diffuse or noninformative prior is a distribution that is widely dispersed
2 A flat prior distribution with an infinite integral is called an improper prior
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Conjugacy

We know the exact distribution of the posterior: inference based on generation
of random numbers!

(Equivalent of closed-form solution)

Posterior Likelihood Prior

Beta Binomial Beta
Beta Negative Binomial Beta

Gamma Poisson Gamma
Gamma Exponential Gamma

Beta Geometric Beta
Normal Normal (unknown mean) Normal

Inverse Gamma Normal (unknown variance) Inverse Gamma
Normal/Gamma Normal (unknown mean & variance) Normal/Gamma

Dirichlet Multinomial Dirichlet
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Let’s start simple: binary probit

(And let’s make sure we adopt the same notation)

Random utility of 2 alternatives for consumer i :

Ui1 = x′i1β + εi1

Ui2 = x′i2β + εi2

In a probit model, we can work with a one-dimensional normally distributed latent
variable:

ui ∼ N ((xi1 − xi2)′β, 1)

Stacking individuals and considering a design matrix in differences:

u ∼ N (Xβ, I)
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Choice indicator and probabilities

We don’t observe ui but yi ∼ Bernoulli(Pi1)

Choice probability (alternative 1):

Pi1 = Pr(Ui1 ≥ Ui2) = Φ
(
(xi1 − xi2)′β

)
Likelihood:

`(β; y|X) =
N∏
i=1

[Φ
(
(xi1 − xi2)′β

)
]yi [1− Φ

(
(xi1 − xi2)′β

)
]1−yi

Frequentist: we find β̂MLE = arg max `(β; y|X)
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Toward Bayesian inference of the binary probit

Start with the likelihood, different notation: `(β; y|X) = p(y|β,X)

Add prior p(β), for example a normal prior: p(β) ∼ N (β̌, V̌β)

p(β) = (2π)−
k
2 |V̌β|−

1
2 exp

(
−1

2
(β − β̌)′V̌−1β (β − β̌)

)
Posterior inference: p(β|y,X) ∝ p(β)p(y|β,X)

Sometimes p(β)p(y|β,X) is known (conjugacy)

Sometimes we don’t find a known posterior
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If we knew u then we find conjugacy

In this hypothetical case, the posterior of interest is p(β|u,X)

Bayesian inference: p(β|u) ∝ p(β)p(u|β,X)

Normal prior (same as before): p(β) ∼ N (β̌, V̌β)

If u were observed, we find a normal likelihood:

p(u|β,X) =
N∏
i=1

(2π)−1/2 exp

(
−1

2
(ui − x′iβ)′(ui − x′iβ)

)
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Binary probit: Deriving the posterior (aka algebra)

Prior times likelihood:

∝ p(β)p(u|β,X )

∝ exp

(
−1

2
(β − β̌)′V̌−1β (β − β̌)

) N∏
i=1

exp

(
−1

2
(ui − x′iβ)′(ui − xiβ)

)
∝ exp

(
−1

2

[
(β − β̌)′V̌−1β (β − β̌) + (u− Xβ)′(u− Xβ)

])
∝ exp

(
−1

2

[
β′V̌−1β + X′Xβ − β′(V̌−1β β̌ + X′u)− (. . .)β

])
(We can drop additive terms that do not depend on β)
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Binary probit: Deriving the posterior

Consider:

V̂β = (V̌−1
β + X′X)−1

β̂ = V̂β

(
V̌−1

β β̌ + X′u
)

∝ exp

(
−1

2

[
β′V̂−1

β β − β′(V̌−1
β β̌ + X′u)− (V̌−1

β β̌ + X′u)β
])

∝ exp

(
−1

2

[
β′V̂−1

β β − β′V̂−1
β V̂β(V̌−1

β β̌ + X′u)− V̂−1
β V̂β(V̌−1

β β̌ + X′u)β
])

∝ exp

(
−1

2

[
β′V̂−1

β β − β′V̂−1
β β̂ − β̂′V̂−1

β β
])

∝ exp

(
−1

2

[
β′V̂−1

β β − β′V̂−1
β β̂ − β̂′V̂−1

β β + β̂′V̂−1
β β̂

])
∝ exp

(
−1

2
(β − β̂)′V̂−1

β (β − β̂)

)
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We found conjugacy!

normal prior × normal likelihood = normal posterior

In this case:

p(β|y,X) ∼ N (β̂, V̂β)

Posterior draws can be generated from this known normal

Posterior mean (≡ Bayes point estimate):

β̂ = (V̌−1β + X′X)−1
(
V̌−1β β̌ + X′u

)
Do you recognize the posterior mean? (think of your econometrics course)
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It’s a (Bayesian) regression model!

With a diffuse prior (large prior variance), the posterior mean becomes:

β̂ = (X′X)−1X′u

In fact, for an ordinary regression y = Xβ + ε with a diffuse prior, the posterior
mean is β̂ = (X′X)−1X′y

This result is not a surprise, we are assuming that we know u

This is where Bayesian concepts strike again: we will use a trick called data
augmentation
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Going back to the model + a useful fact

We know that u ∼ N (Xβ, I)
But observed choices constrain the values of u
1 If yi = 1, then ui = Ui1 − Ui2 > 0
2 If yi = 0, then ui ≤ 0

The distribution of p(u|y,X,β) is a truncated normal
1 ui ∼ N (x′iβ, 1)I(ui > 0) if yi = 1
2 ui ∼ N (x′iβ, 1)I(ui ≤ 0) if yi = 0

How can we use this?
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Data augmentation

A latent variable can be treated as an additional parameter

u is now a parameter, meaning that now our posterior is p(β,u|y,X)

There is no conjugacy for this new posterior

Full conditional distributions
1 p(β|u, y,X)

2 p(u|β, y,X)

If each of the full conditional distributions have known priors (conjugacy) we can
use Gibbs sampling
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Gibbs sampler for binary probit

Start with arbitrary u

At iteration (g):
1 Update β(g+1) by drawing from p(β|u(g), y,X) (normal)
2 Update u(g+1) by drawing from p(u|β(g+1), y,X) (truncated normal)

Repeat G times, after a preset burn-in period (discarting initial draws)

The sequence {β(g)} are draws from its posterior

Bayes point estimate:

β̂Bayes =
1

G

G∑
g=1

β(g)
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A Swiss example

Axhausen et al. (2008) collected data on transportation choices in Switzerland using two
discrete choice experiments. SP 1 was a mode choice experiment (car/rail), wheareas SP 2
was an unlabelled rail route choice experiment:

24 of 54



daziano.cee.cornell.edu

Basics Probit: Gibbs sampling ICLV Conditional logit: MH Mixed logit: MH & Gibbs In sum

Binary probit rail route choice: burn-in draws travel cost

25 of 54



daziano.cee.cornell.edu

Basics Probit: Gibbs sampling ICLV Conditional logit: MH Mixed logit: MH & Gibbs In sum

Binary probit rail route choice: converged draws travel cost
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Binary probit rail route choice: posterior density travel cost
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Binary probit rail route choice: frequentist vs Bayesian

Table: Binary probit estimates, Swiss value of time data

Bayesian estimates Classical estimates
post. mean post. st. dev point estimate s.e.

ASC -0.014 0.025 -0.014 0.025
TC -0.069 0.007 -0.069 0.007
TT -0.033 0.002 -0.033 0.002

HW -0.022 0.001 -0.022 0.001
CH -0.667 0.023 -0.666 0.024

Diffuse prior ensures results are similar between Bayes and classical
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Binary probit, prior influence on the posterior of βTC

Figure: Posterior of βTC, varying prior variance and sample size
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Effect of the prior on WTP (probit estimates)

30 of 54



daziano.cee.cornell.edu

Basics Probit: Gibbs sampling ICLV Conditional logit: MH Mixed logit: MH & Gibbs In sum

More about WTP posteriors and CIs
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From binary to multinomial probit

Ui ∼ N (Xβ,Σ), very hard to estimate in frequentist setting (GHK)

Ordinary regression with unknown variance has a normal-gamma conjugate posterior

Normal prior-posterior for β

The gamma distribution works for σ−1

The Wishart distribution is the multidimensional version of the gamma and works
for Σ−1

Sketch of Gibbs sampler for multinomial probit
1 Draw β(g+1) from normal
2 Draw Σ(g+1) from inverse Wishart
3 Draw U(g+1) from truncated normal
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Combining Gibbs sampling and GHK

33 of 54



daziano.cee.cornell.edu

Basics Probit: Gibbs sampling ICLV Conditional logit: MH Mixed logit: MH & Gibbs In sum

Integrated choice and latent variable (ICLV) model

Choice model with latent variables z as independent variables

Just as utility (a latent variable), we need structural and measurement equations

Structural parameters b (+ nuisance parameters Ψ)
Measurement parameters λ (loading factors)

Painful to estimate in a frequentist setting

Relatively simple in a Bayesian setting with a probit kernel
1 Posterior of interest p(β,Σ,b,Ψ,λ|y, I,X,w)
2 Don’t forget about data augmentation! Augmented posterior:

p(U, z,β,Σ,b,Ψ,λ|y, I,X,w)
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ICLV Gibbs sampler

We know the trick already: conditional on z, structural parameters b are estimated
using a Bayesian regression (normal sampling), we know how to deal with the
multinomial probit kernel

Sketch of ICLV Gibbs sampler

1 Draw β(g+1) from normal (regression)

2 Draw Σ(g+1) from inverse Wishart

3 Draw U(g+1) from truncated normal

4 Draw z(g+1) from appropriate normal

5 Draw b(g+1) from normal (regression)

6 Draw λ(g+1) from normal (regression)

7 Draw Ψ(g+1) from inverse Wishart
35 of 54
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ICLV sampler: all the details

36 of 54



daziano.cee.cornell.edu

Basics Probit: Gibbs sampling ICLV Conditional logit: MH Mixed logit: MH & Gibbs In sum

Bayesian logit models

We keep normal prior for β

Conditional logit posterior:

p(β|y,X) ∝ exp
(

(β − β̌)′V̌−1β (β − β̌)
) N∏

i=1

(
exp(x′ijβ)∑
j exp(x′ijβ)

)yij

In general, there is no conjugacy when having an EV kernel (Bayesians prefer probit due to
conjugacy)

We cannot use Gibbs sampling either, we need to explore the parameter space using a
different tool

For completely unknown posteriors, Metropolis-Hastings (MH) is used
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Sketch of MH for conditional logit – at iteration (g):

1 Generate a candidate draw βcand from transition probability q(βcand |βcurr ) (if
normal centered at βcand : random walk)

2 Evaluate prior at βcand and βcurr

3 Evaluate likelihood at βcand and βcurr

4 Calculate acceptance ratio α

5 Take a draw from the uniform density

6 Accept candidate (βcurr = βcand) if uniform draw < α
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Bayes estimators of logit-type models
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Another example (logit-type hazard models)
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Interval estimation problem

Definition: Credible region or Bayesian confidence region. A set C ⊆ Θ
such that

P(θ ∈ C) =

∫
C

p(θ|y)dµ(θ) = 1− α,

where (1− α) is a credibility level.

Note that a credible region is a fixed area containing θ with a specified
coverage probability (1− α), conditional on the observed data y
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Difference with frequentist confidence region

The frequentist confidence region is a completely different concept
1 Under a classical perspective θ is fixed: there is no sense in constructing a region based

on its distribution
2 A non-Bayesian confidence region is constructed using the unobserved sampling

distribution of the estimator

A classical confidence region is asymptotic: the region depends on the
distribution of unobserved realizations of the data that cannot be obtained for
small samples; this distribution can be described using large sample theory
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Frequentist confidence interval
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Constructing credible intervals

Quantile intervals: take the (α/2)th and (1− α/2th) quantile values of the sorted
MCMC draws to find CI thresholds

Accurate when the posterior distribution is symmetric

Highest Posterior Density (HPD) intervals: shortest possible interval with a
fixed probability 1− α
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Credible interval (posterior mass)
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Logit credible intervals

Table: Interval estimates for the binary logit model

Bayesian estimates Classical estimates
95% HPD int. 95% conf. int.

ASC [-0.105,0.062] [-0.103,0.065]
TC [-0.160,-0.107] [-0.159,-0.105]
TT [-0.069,-0.052] [-0.068,-0.052]

HW [-0.041,-0.034] [-0.042,-0.034]
CH [-1.237,-1.070] [-1.237,-1.069]
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Mixed Logit: MH within Gibbs

Consider βi ∼ N (µ,Σ)

Individual-level parameter σi is a latent variable

Bayes: data augmentation

If we know βi then p(yit |Xit ,βi ) is simply a conditional logit

Mixing density f (βi |µ,Σ) acts as prior

Only additional priors for µ and Σ required (hyperparameters)
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Mixed Logit: sketch of the sampler

Posterior:

p(β,µ,Σ|y,X) ∝ p(µ)p(Σ)
N∏
i=1

p(yi |βi ,Xi )f (βi |µ,Σ)

1 Normal prior on µ; conjugate prior (normal update)

2 Inverse Wishart prior on Σ ; conjugate prior (IW update)

3 Normal prior for β; MH update
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Fresh from the oven: our working paper
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What we are doing in this working paper

Mixed logit with inter and intra-consumer heterogeneity

Goal: fast(er) predictions (thinking of recommender systems)

MCMC: Huangs half-t prior for Σ (Akinc and Vandebroek, 2018)

Variational Bayes: computationally-efficient alternative to MCMC
1 VB is substantially faster than MCMC at practically no compromises in predictive

accuracy
2 Approximate Bayesian inference based on optimization rather than sampling
3 Locally-optimal, (exact) analytical solution to an approximation of the posterior

VB up to 15 times faster than MCMC and MSLE
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Summarizing

In Bayesian econometrics: the analyst wishes to learn about uncertain parameters

Applying the rules of probability, the analyst can update prior knowledge in regards
to new evidence (posterior)

The prior reflects both knowledge and beliefs (subjective probabilities)

If possible, priors are chosen to ensure conjugacy

Bayes estimates do depend on the likelihood (and it’s the same frequentist
likelihood)

Bayes point estimates do exist: usually posterior mean

Posterior standard deviations measure the precision of the Bayes point estimates
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Summarizing cont’d

Bayesian econometrics works particularly well for latent variables

Complex models that face convergence issues in MLE can be estimated using
Bayesian tools (no optimization)

Conditional estimates at the individual level are a direct result of estimation

So, what is preventing us from adopting Bayes?
1 Learning curve
2 Perception of lack of flexible, easy-to-use software
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Other uses of Bayes tools
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Un gros merci!
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