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Specification Testing: Choice of Residential

Telephone Services Case

Market SegmentationFiles to use with BIOGEME:Model �les: MNL low in tel.mod, MNL med in tel.mod,MNL high in tel.mod, MNL soio eon tel.modData �le: tel.datIn this ase we test if there is a taste variation aross market segments. Wede�ne di�erent segments based on inome and divide the population intothree inome groups. We estimate separate models for eah inome groupusing the same model spei�ation, namely MNL soio eo tel.mod usedin the Multinomial Logit ase study, and ompare the estimation resultswith a model based on the omplete dataset. The results in terms of �nallog-likelihood are summarized in table 1.The null hypothesis is of no taste variations aross the market segments,that is
H0 : βHI = βMI = βLI.Performing a likelihood ratio test,

LR = −2(LN(β̂) −

G∑

g=1

LNg
(β̂g))

= −2(−467.804 + 120.103 + 297.99 + 46.668) = 6.086

χ2
0.95,13 = 22.36,we an onlude that the null hypothesis annot be rejeted, that is marketsegmentation on inome does not exist.
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2Model De�nition Log- Nb. oflikelihood CoeÆientsLow Inome Income < 10000 -120.103 6Medium Inome 10000 < Income < 40000 -297.99 7High Inome Income > 40000 -46.668 7Pooled DataRestrited Model All -468.791 7Table 1: Results for the market segmentation test
IIA test estimationVariable Variable CoeÆient Robust Robustnumber name estimate standard error t statisti1 ASCBM 0.366 0.336 1.0772 ASCLF -0.207 0.388 -0.5323 ASCEF -0.357 0.843 -0.4234 ASCMA 0.165 0.530 0.3125 βuserF 0.409 0.108 3.7926 βM -0.156 0.037 -4.1787 βF -0.105 0.022 -4.7858 βiia 1.832 0.628 2.919

Summary statisticsNumber of observations = 434

L(0) = −560.25

L(β̂) = −463.068�ρ2 = 0.173Table 2: Estimation results for the IIA test2
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McFadden IIA TestFiles to use with BIOGEME:Model �le: mnl tel.mod, iia tel.modData �le: tel.dat, iia tel.datExel worksheet: iia.xlsFor the telephone dataset it is probable that there are ommon unobservedattributes between the measured options (alternatives BM and SM ) andwe an perform the MFadden IIA test to hek this. That is, �rst weestimate a MNL model (mnl tel.mod) on the full data set tel.dat. Weuse the estimated values of the parameters to ompute in Exel the hoieprobabilities for eah observation (individual) and for eah alternative. Asdisussed above, we suppose in this ase that the subset of alternativessuspeted to be orrelated is given by Ĉ = {BM,SM}. We then omputein Exel the two orresponding auxiliary variables for eah observation ofthe data �le to get the �le iia.xls, whih we export in the Text format �leiia tel.dat. Now we speify a new model (iia tel.mod) whih inludes theauxiliary variables in the utility funtions assoiated with the alternativesSM and BM. Finally, we estimate the model on this new data �le andobtain the results reported in table 2.The value of the parameter βiia is signi�antly di�erent from 0 at 95%level of on�dene. This indiates that IIA assumption is not valid for BMand SM alternatives. Similarly, we an hek for IIA violation among otherpotential groups of alternatives (e.g. at options). In presene of suhorrelations, GEV models like the Nested Logit are more appropriate.
Test of Non-Nested HypothesisIn disrete hoie models, we often perform tests based on the so-allednested hypothesis, whih means that we speify two models suh that the�rst one (the restrited model) is a speial ase of the seond one (theunrestrited model). For this type of omparison, the lassial likelihood-ratio test an be applied. However, there are situations in whih we aim to3



4ompare models whih are not nested, meaning that one model annot beobtained as a restrited version of another one. One way to ompare twonon-nested models is to build a omposite model from whih both modelsan be derived. We an thus perform two likelihood-ratio tests for eah ofthe restrited models against the omposite model.
Composite Model TestFiles to use with BIOGEME:Model �les: base tel.mod,M1 tel.mod,M2 tel.mod, MC tel.modData �le: tel.datIn this setion we show a pratial appliation of suh a kind of test. Westart from a base model spei�ation (Mb) from whih two extensions M1and M2 plus a third one (MC), inluding both M1 and M2, are gener-ated. The determininisti part of the utility funtions for eah of thesespei�ations are:1. Mb

VBM = ASCBM + β1costBM

VSM = β1costSM

VLF = ASCLF + β1costLF

VEF = ASCEF + β1costEF

VMF = ASCMF + β1costMF2. M1

VBM = ASCBM + βMcostBM

VSM = βMcostSM

VLF = ASCLF + βFcostLF

VEF = ASCEF + βFcostEF

VMF = ASCMF + βFcostMF4



5Model Nb. of parameters Log-likelihood �ρ2Base (Mb) 5 -482.719 0.129Extension 1 (M1) 6 -476.04 0.139Extension 2 (M2) 6 -471.151 0.148Composite Model (MC) 7 -467.804 0.152Table 3: Results from the non-nested hypothesis test3. M2

VBM = ASCBM + β1costBM

VSM = β1costSM

VLF = ASCLF + β1costLF + βuserusers

VEF = ASCEF + β1costEF + βuserusers

VMF = ASCMF + β1costMF + βuserusers4. Mc

VBM = ASCBM + βMcostBM

VSM = βMcostSM

VLF = ASCLF + βFcostLF + βuserusers

VEF = ASCEF + βFcostEF + βuserusers

VMF = ASCMF + βFcostMF + βuserusersThe estimation results of the di�erent models are summarized in table 3.We �rst ompare the M1 model spei�ation against the omposite model
MC by means of a likelihood ratio test: H0 : βuser = 0

−2(L(βM1) − L(βMC)) = −2(−476.04 + 467.804) = 16.472

χ2
0.95,1 = 3.841 < 16.472 We an therefore rejet the null hypothesis ofgeneri oeÆients. We then ompare M2 against MC: H0 : βM = βF

−2(L(β̂M2) − L(β̂MC)) = −2(−471.151 + 467.804) = 6.6945
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χ2

0.95,1 = 3.841 < 6.694 We an therefore rejet the null hypothesis of notinluding soio-eonomi variables.The limitation of this approah is learly shown in this example where wean rejet the null hypothesis in both ases. Thus we reah the onlusionthat both M1 and M2 are rejeted.
The �ρ2 testIn this proedure, the adjusted likelihood ratio index �ρ2 is used as a good-ness of �t measure. This an be alulated using the formula:�ρ2 = 1 −

L(β̂) − K

L(0)BIOGEME automatially reports the value of �ρ2. In this ase:�ρ2
M1 = 0.139�ρ2
M2 = 0.148Following the theoretial reminder, we verify the inequality:

Pr( �ρ2
2 − �ρ1

2 > z) ≤ Φ{−[−2Nzln(J) + (K2 − K1)]
1
2 }Here we have the di�erene in �ρ2 equal to z = 0.009, the number of obser-vations N = 434, and the di�erene in the number of parameters between

M1 and M2 is zero. So, we have:
Pr( �ρ2

2 − �ρ1
2 > z) ≤ Φ{−3.545}

Pr( �ρ2
2 − �ρ1

2 > z) ≤ 0.0002This indiates that the probability that suh a di�erene would be exeededis 0.0002. So, we an hoose the model with the higher �ρ2.6
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Tests of Non-Linear SpecificationsIn the previous ase study the examples dealt with linear ost oeÆients(oeÆients that remain onstant throughout the whole range of the val-ues of eah variable). However, in some ases non-linear spei�ationsmay be more justi�ed (e.g. sensitivity to ost may not be the same in allost ranges). In this setion we apply three di�erent proedures we havedesribed in the theoretial reminder onerning the tests for non-linearspei�ations. We have used the MNL model with alternative spei� ostoeÆients as the base model.
Piecewise Linear ApproximationFiles to use with BIOGEME:Model �le: pieewise tel.modData �le: tel.datIn the �rst model we assume that the oeÆient of measured ost assumedi�erent values for di�erent ranges of the ost variable. The full rangeof values for the measured ost variable is $3.28 to $435.5. To test thepieewise linear hypothesis the following variables are generated:

costi1 = min{costi, 10}

costi2 = max{0,min{costi − 10, 40}}

costi3 = max{0, costi − 50}with i = {BM, SM} and costi is the ost of the alternative i in the originaldataset. We are pratially splitting the range of values for costi (whihis costi ∈ [3.28, 435.5] , expressed in minutes) into three di�erent intervals:
costi1 ∈ [0, 10], costi2 ∈ [10, 50] and costi3 ∈ [50, 435.5]. As mentionedin the theoretial reminder setion, the seletion of these ranges is basedon a priori hypothesis of the user behavior and distribution of ost in the7
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[Expressions]

// Define here arithmetic expressions for name

// that are not directly available from the data

cost11 =min(cost1 ,10)

cost12 =max(0,min(cost1 - 10 ,40))

cost13 =max(0,cost1 - 50)

cost21 =min(cost2 ,10)

cost22 =max(0,min(cost2 - 10 ,40))

cost23 =max(0,cost2 - 50)Figure 1: BIOGEME snapshot for the pieewise linear approximationobserved sample. The reader is enouraged to experiment di�erent ranges.An extrat from the BIOGEME model �le to ode the ranges of osts ispresented in �gure 1.The utility funtions are reported in equations 1.
VBM = ASCBM + βM1costBM1 + βM2costBM2 + βM3costBM3

VSM = βM1costSM1 + βM2costSM2 + βM3costSM3

VLF = ASCLF + βFcostLF

VEF = ASCEF + βFcostEF

VMF = ASCMF + βFcostMFThe estimation results are reported in table 4.The results indiate that the sensitivity to measured ost beomes less inthe range 10 < costi < 50 ompared to the range costi < 10, but has a steepinrease after that. This model has a better goodness-of-�t than the modelwith linear oeÆients in general. To test whether or not the improvementin goodness-of-�t is statistially signi�ant, we need to perform a likelihoodratio test between the two di�erent spei�ations.The null hypothesis in this ase is 8
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Piecewise linear approximationVariable Variable CoeÆient Robust Robustnumber name estimate standard error t statisti1 ASCBM -0.613 0.152 -4.0282 ASCLF -0.631 -0.450 -1.2633 ASCEF -0.843 0.869 -0.9704 ASCMF -0.261 0.640 -0.4095 βM1 -0.294 0.066 -4.4436 βM2 -0.149 0.067 -2.2347 βM3 -4.264 0.777 -5.4918 βF -0.105 0.022 -4.837
Summary statisticsNumber of observations = 434

L(0) = −560.25

L(β̂) = −474.703�ρ2 = 0.152694Table 4: Estimation results for the pieewise linear approximation
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H0 : βM1 = βM2 = βM3The χ2 statistis for this null hypothesis is as follows:

−2(L(βR) − L(βU)) = −2(−476.04 + 474.703) = 2.674

χ2
0.95,2 = 5.991 > 2.674where the restrited model (R) is represented by the linear spei�ationwhile the unrestrited model (U) orresponds to the pieewise linear spe-i�ation. The improvement in goodness-of-�t due to the introdution ofthe pieewise linear spei�ation is not signi�ant and the null hypothesisthat the ost oeÆient is linear annot be rejeted.

The Power Series ExpansionFiles to use with BIOGEME:Model �le: power1 tel.modData �le: tel.datIn this test we relax the hypothesis of linear oeÆients for measured op-tions by assuming a seond order power series (a squared term and a linearterm). The orresponding systemati utility funtions are
VBM = ASCBM + βM1costBM + βM2cost2

BM

VSM = βM1costSM + βM2cost2
SM

VLF = ASCLF + βFcostLF

VEF = ASCEF + βFcostEF

VMF = ASCMF + βFcostMF.From the estimation results presented in table 5 we an see that this modelhas in general a better goodness-of-�t than the model with linear oeÆ-ients. However, the oeÆient of the squared term, though statistially10
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Power series estimationVariable Variable CoeÆient Robust Robustnumber name estimate standard error t statisti1 ASCBM -0.563 0.147 -3.8312 ASCLF -0.162 0.369 -0.4393 ASCEF -0.377 0.813 -0.4644 ASCMF 0.215 0.531 0.4045 βM1 -0.227 0.042 -5.3196 βM2 0.0005 0.0001 5.0737 βF -0.106 0.021 -4.907
Summary statisticsNumber of observations = 434

L(0) = −560.25

L(β̂) = −475.465�ρ2 = 0.139Table 5: Estimation results for the power series expansion
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12signi�ant, has a very small value. It may be noted that the oeÆientof the squared term is positive while the oeÆient of the linear term isnegative and the oeÆient of the linear term is greater than that of thesquared term. However, sine the squared term is very small in magnitude,the total e�et is expeted to remain negative in the ost range. To testwhether or not the improvement in goodness-of-�t is statistially signi�-ant, we need to do a likelihood ratio test. The null hypothesis in this aseis:
H0 : βM2 = 0The χ2 statistis for this null hypothesis is as follows:

−2(L(β̂R) − L(β̂U)) = −2(−476.04 + 475.465) = 1.15

χ2
0.95,1 = 3.841 > 1.15where now the unrestrited model (U) orresponds to the power series spe-i�ation. The improvement in goodness-of-�t due to the introdution of theseond order power spei�ation is not signi�ant and the null hypothesisthat the ost oeÆient is linear annot be rejeted.

The Box-Cox TransformationFiles to use with BIOGEME:Model �le: boxox tel.modData �le: tel.datIn this setion we analyze the possibility to test for non-linear transfor-mations of variables whih are non linear in the unknown parameters. Asexplained in the theoretial reminder setion, one suh transformation isthe Box-Cox expressed as
xλ − 1

λwhere λ is a parameter that has to be estimated. We apply suh a transfor-mation to the measured ost variable. The utilities remain the same with12
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[Utilities]

// Id Name Avail linear-in-parameter expression

1 BM avail1 ASC_1 * one

2 SM avail2 ASC_2 * one

3 LF avail3 ASC_3 * one + B2_FCOST * cost3

4 EF avail4 ASC_4 * one + B2_FCOST * cost4

5 MF avail5 ASC_5 * one + B2_FCOST * cost5

[GeneralizedUtilities]

1 B1_MCOST * ( ( ( cost1 )^ LAMBDA - 1)/LAMBDA )

2 B1_MCOST * ( ( ( cost2 )^ LAMBDA - 1)/LAMBDA )Figure 2: BIOGEME snapshot for the Box-Cox transformationthe substitution of the measured ost variable with its Box-Cox transforma-tion. The BIOGEME snapshot de�ning suh a transformation is reportedin �gure 2.The parameter λ is estimated along with the other parameters (its startingvalue needs to be spei�ed as a value other than zero, sine λ 6= 0).The estimation results are reported in table 6.The estimate of λ was not found to be signi�ant. However, sine there isan improvement of the likelihood value, a likelihood ratio test is performed.The null hypothesis is given by:
H0 : λ = 1The χ2 statistis for this null hypothesis is as follows:

−2(L(β̂L) − L(β̂BC)) = −2(−476.04 + 472.624) = 6.832

χ2
0.95,1 = 3.841 < 6.832Therefore, the null hypothesis an be rejeted as the improvement in good-ness-of-�t from introdution of the Box-Cox transformation is signi�ant.13
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Box-Cox estimationVariable Variable CoeÆient Robust Robustnumber name estimate standard error t statisti1 ASCBM -0.695 0.166 -4.1952 ASCLF -1.756 1.202 -1.4603 ASCEF -1.977 1.386 -1.4274 ASCMF -1.389 1.278 -1.0875 βF -0.104 0.022 -4.8326 βM -1.296 0.880 -1.4737 λ 0.234 0.305 0.768
Summary statisticsNumber of observations = 434

L(0) = −560.25

L(β̂) = −472.624�ρ2 = 0.143Table 6: Estimation results for the Box-Cox transformation
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