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1. Background and objective

Incidents occur regularly on urban metro systems. It is common to encounter a disruption, especially for those systems operated for over a century, such as London Underground and New York Subway. Disruptions happen for a variety of reasons that may be internal or external to the metro system, including signal failure, strike, lack of rolling stock, blockage on the track, engineering work, adverse weather conditions, natural disasters, emergencies like terrorist attacks, etc. (Mattsson et al., 2015).

The occurrence of disruptions is likely to cause delays and disorder in the punctuality and regularity of the metro operation (Melo et al., 2011), which hence reduces passengers’ satisfaction and service level. This problem can be further magnified during peak hours, when commuting travel demand significantly increases. Moreover, there will be safety problems from crowding passengers stranded on the platform. Therefore, it is important to understand the mechanism of disruption occurrence and analyse their impacts on metro systems. The research results will help metro operators prepare better recovery plans for urgent service interruptions.

This study aims to use smart card data to analyse the impacts of disruptions on London Underground, including two objectives:

- We estimate the causal effects of metro disruptions on travel demand and average journey time, using Propensity Score Matching (PSM) methods. The propensity score is calculated by the probability model of disruption occurrence in metro stations, allowing for temporal correlation among disruptions.
- Second-stage regression models are built to find determinants of estimated disruption impacts. We show how our probability model can be applied to prevent future disruptions, and how to identify vulnerable stations.
2. Literature review

In an attempt to understand the incidence of disruptions, Melo et al. (2011) build a regression model for incident numbers across urban metro lines. Their result reveals that passenger demand is a major factor of disruption occurrence. In other studies, passenger behaviour, driver performance, system design and severe weather events are also found to be relevant for metro disruptions (Rjabovs & Palacin, 2017; Wan et al., 2015; Brazil et al., 2017; Gonzva et al., 2017).

Traditional studies on metro disruption impacts are generally based on survey data. Pnevmatikou & Karlaftis (2011) estimate the difference of metro users’ willingness to pay for alternative modes before and after the partial closure of Athens Metro, using revealed preference questionnaires. Rubin et al. (2005) conduct a follow-up survey of psychological and behavioural reactions to the bombings in London on July 2005. The result shows that the intention of traveling by London Underground is reduced although the system went back to normal services. Other studies have used incident delay models to predict maximum delay time, average delay time and corresponding punctual rates (Weng et al., 2015).

Despite the fact that survey data are useful, the availability of smart card data allows researchers to apply continuous and high quality datasets. Silva et al. (2015) provide a framework to estimate the number of exiting passengers on disrupted metro stations, based on Oyster card data under normal conditions. But without modelling real disruption observations, this approach is subjectively built to approximate changing demand. Sun et al. (2016) use smart card data for Beijing subway to evaluate the travel time and delay for affected passengers. They apply a shortest path assumption to assign travel flow, which need further investigation to identify how well it is able to predict actual flows.

To the best of our knowledge, the proposed probability model is the first one that could integrate the aforementioned factors and predict disruption occurrence, also accounting for temporal correlations among disruptions. The estimated impacts will be more accurate because we eliminate the confounding biases.

3. Data and methodology

3.1 Data description

The research is based on data provided by Transport for London, including Oyster card data, Cupid incident data and train movement data. The smart card data contain information such as passengers’
boarding and alighting stations, transaction time, fare amount, card type (e.g. student, young person or adult) and ticket type (e.g. pay as you go credit or travel card). The incident logs and train movement records can be mined to reveal the location and duration of disruptions. To avoid potential influences from seasonal travellers and public holidays, the study period is selected during 28/10/2013 to 13/12/2013. All datasets cover the same period.

3.2 Methodology

To address the biases caused by confounding factors due to non-random disruption occurrence, we use propensity score based estimators to measure the changes of ridership and average journey time. The validity of PSM method relies on conditional independence assumption and overlap assumption (Imbens & Rubin, 2015).

3.2.1 The propensity score model

Our first task is to build the propensity score model to capture the probability of experiencing a disruption for each observation unit. In the London Underground system, there are 270 stations, with 42,000 minutes service time per station. We use each minute of a specific underground station as one observation unit, thus in total 42,000 * 270 = 11,340,000 observations are constructed in a panel structure.

We consider two probability models: a logistic regression model, in which the log odds ratio is modelled in linear form, and a Generalised Additive Model (GAM), in which the log odds ratio is modelled by smoothing splines. The dependent variable $W_i$ is defined as the binary response of disruption occurrence. The dependent variables are chosen from all possible confounding factors $X_i$ such as time of day, weather conditions, history ridership and station design characteristics. To account for temporal correlations among disruption occurrence, the past number of disruptions will also be added into the model.

The logistic regression model is:

$$\text{logit}[p(i)] = \ln[p(i) / (1-p(i))] = \alpha + \beta' x + \beta_t \cdot \text{temporal}(i), \quad i = 1, \ldots, n$$

where $\alpha$ is the intercept, $\beta'$ is the vector of regression coefficients related to the confounding covariates $x$. $(i)$ denotes the number of disruptions happened before the observation $i$, $\beta_t$ represents the associated regression coefficient. The coefficients will be estimated by maximum likelihood principle.

The GAM is represented as:
\[ p_r(W_i = 1 | X_i = x) = p(i) \]
\[ \logit[p(i)] = \ln[p(i)/(1-p(i))] = \alpha + \beta_T(x) + \beta_z \cdot f_t(temporal(i)), \quad i = 1, \ldots, n \]  

where \( f() \) denotes the smoothing splines for independent variables, and \( f_t() \) denotes the smoothing spline for the temporal term.

After comparing the fitting results, we select propensity scores from the model with better predicting performance.

### 3.2.2 Matching algorithms

After obtaining the propensity score, we can use this index to match the appropriate comparison units for each treated unit. Two types of matching algorithms are used and compared:

- **Subclassification Matching:** The aim of subclassification is to form subsets, in which the distributions of all covariates are as similar as possible for treated and control groups.

- **Nearest Neighbour Matching:** This algorithm selects the \( K \) best control matches for each treated individual. We perform it with replacement in our analysis, with different values of \( K \) being tested.

### 3.2.3 Estimating the disruption effects

The average treatment effect for the disrupted stations can be calculated using

\[ \tau_{ATT} = E(Y|W = 1, e(X)) - E(Y|W = 0, e(X)) \]  

where \( W \) denotes the disruption status, \( e(X) \) denotes the estimated propensity score with given covariates \( X \). This formula represents the difference between average outcomes of matched treatment and control groups (Imbens & Rubin, 2015).

### 3.2.4 Second-stage regression models for identifying determinants of disruption impacts

We use linear regression models to explain the observed variation in station-level disruption effects.

\[ Y = \beta_0 + \beta_1 \cdot X + \beta_z \cdot Z + \varepsilon \]  

Where \( Y \) denotes the average disruption effects on each affected station, \( X \) denotes aforementioned confounding factors and \( Z \) denotes other relevant covariates including demographic, socio-economic, land-use and transport characteristics around metro stations. \( \varepsilon \) is the error term.

### 4 Current result and discussion
PSM estimation has been conducted on travel demands at both aggregate and disaggregate levels. The aggregate results indicate that there has been a small increase of exit ridership (2.3 passengers/minute) during metro disruptions. For disaggregate outcomes, the change of travel demand varies from station to station, with larger disruption impacts being spatially clustered in inner London. Via second-stage regression models, we find that stations with more surrounding bus stops, being outdoor and with larger average ridership will experience greater demand changes. Inversely, stations with more metro lines will lead passengers to transfer directly rather than leaving the system. We will also estimate corresponding disruption impacts on average journey time.

The above results have been applied to predict the disruption probability map and identify vulnerable stations to disturbance. We find that busy stations in central London, such as Oxford Circus, Victoria, Bond Street, London Bridge and Warren Street, are the most vulnerable stations in the system.
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