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Abstract

A matrix estimation method using the semi dynangsignment model STAQ is developed exploiting itsthodological
advantages over full DTA models. The matrix estioraproblem is formulated as a bi-level problem @&dolved on the node
level taking flow metering into account. In the kemievel the method uses marginal simulation ofrtbde model within the
assignment model to approximate the response @amctihe implicit relations between link flows andrt demand as defined by
the directional capacity proportional node moded analyzed and made explicit. In the upper levelobjective function
minimizing differences between estimated and olesehink flows and differences between prior andt@dsr ODmatrix is
used, both components using a GLS distance funciitie two components in the objective function amighted and
normalized. A method to prevent overshooting duapproximation errors is proposed as well as a otkth correct the prior
ODmatrix in case of insensitivity of the link flodue to supply constraints inconsistent with obsirgk flows. Test runs are
conducted showing that the method finds (non-unigo&utions to the matrix estimation problem wheyalifferences in link
flows are taken into account, but may fail to cageewhen also differences between prior and estidn@Dmatrix are taken
into account. Further investigation suggests fembndary interaction effects should be includetharesponse function to
solve the problem in these cases.
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1. Introduction

The majority of strategic transport model systersedutoday use classical static traffic assignm&mtA]
models. STA models assume separable monotonowshaising travel time functions, yielding computaétly fast
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and scalable models with desirable convergenceeptiep needed for strategic large scale transpodefrsystems.
In these systems, the same STA models are usedrieedhe relation between origin-destination (Q3vel
demand and link flows (the so called assignmentir)dor estimation of the OD (travel demand) matiMatrix
estimation methods using STA models have beenestuelktensively and are readily available, see @agcetta
(2001) and references herein.

However, link flows and speeds from STA models dbaorrespond to empirically supported traffic fiteory
that describes the relation between flow, speeddamsity in the form of a fundamental diagram. Tikisnainly
caused by the lack of a true capacity constraidtaanongested branch in travel time functions useéTA models.
This becomes clear when the relation between flodvspeed from a cost function from a STA modeloisypared
to this relation in a fundamental diagram. The dosttion and fundamental diagram behave similathgnever the
road segment is in uncongested state, where |floyes correspond to lower speeds (and higher deskitCritical
differences however occur in congested state, wiereost function allows flows to exceed capaaitiile in the
fundamental diagram flows are monotonically dedreps/hen the density exceeds the critical density.

Therefore, STA models cannot cope with capacitystraimts, nor represent the physical effects ofgestion
(flow metering and queue formation). This meang thatrix estimation procedures using an assignmaattix
from an STA model are not able to correctly incogte flows observed on links in congested stat¢hese will be
interpreted as uncongested flows by definition.

Macroscopic dynamic traffic assignment (DTA) modsjpically use a fundamental diagram and therefore
incorporate capacity constraints and physical &fe€ congestion. However, these models are psodyable, data
intensive (i.e.: they need dynamic travel demandrio®s), have convergence issues and suffer fratecaeased
stability and tractability, mainly because the (litip travel time functions in a fundamental diagr are non-
separable across both space and time.

This paper focuses on matrix estimation for stiatégansport model systems using a model that coesbi
advantages of STA and DTA models: Static Trafficsigament with Queuing (STAQ, Brederode et al. 2010,
Bliemer et al. 2012). Following the unified framewdor traffic assignment models described in Bl@net al.
(2014) STAQ is typified as a semi-dynamic modektdhsists of a node- and a link- model and makesofisoute
fractions from a route choice model. STAQ accotfimt$low metering and queue formation, but doesusa a time
dimension to propagate traffic through the netwdnktead, all demand is assigned to the netwokk smgle time
period where a vehicle may either reach its detitinar remain in a traffic queue. Queues stagrtmw from nodes
where the (reduced) supply on downstream linksstrictive, while the node model distributes thailable supply.

Similar semi-dynamic models (but without spillbaek® described in Kohler and Strehler 2010, Snitt22and
Bliemer et al. 2013. In Smith et al. 2013 a sim#ami-dynamic model with spillback is describedywbwer without
a proper node model. Other semi dynamic models sythback (e.g. Bifulco and Chrisalli 1998, LamdaZhang
2000, Bundschuh 2006, 4Cast 2009) use link exiacitips, but this approach unrealistically locajasues inside
the bottleneck links contrary to upstream of thé&lboeck. In this paper STAQ is used, but findimgsy apply to
any (semi-)dynamic model that uses a node modehtt@unts for supply constraints.

1.1.Contributions

To the best of our knowledge, this contributiorhs first to propose a matrix estimation methodhgis semi-
dynamic model. We show how matrix estimation fansdynamic models is unique in that it can benfedim both
low data requirements due to the absence of adimension (similar to STA models, but contrary tdAmodels
where multiple time slices are estimated) as welkhe inclusion of traffic count observations ire tbongested
regime (similar to DTA models, but contrary to STWodels where queue formation is not modelled). Ataar
proposed method exploits the properties of the STédgdel leading to the following methodological adtzmyes:

* The assignment matrix (capturing the relation betwknk flows and OD-flows) is directly derived frothe
reduction factors on turn level, one of the vagatih STAQ.

» The response function with respect to flow meteisigumerically approximated by a marginal simwalatof
the node model, without the need to (iteratively) the full simulation model.

e The upper and lower bounds of demand-change fochnihie first order approximation of the responsefion
is valid, can be derived.
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Furthermore, this paper is the first to make thiatiens between demand and supply existing in tinectéd
capacity proportional node model explicit and shdhest interaction effects between demand on diffepaths
plays a major role in matrix estimation when usingh a node model.

2. The matrix estimation problem

The (travel demand) matrix estimation problem iewfformulated as a bi-level optimization probleimene in
the upper level differences between observed ardkheadl link flows and OD-demands are minimized, levim the
lower level the traffic assignment problem is sdlwesing a STA or DTA model. The matrix estimatiaoldem
using STA models is a Cournot-Nash game that igesbby alternatingly solving the lower and upperele
problem, whereas the matrix estimation problemg&ifA models is a Stackelberg game that can onlgdbeed
when the response function (i.e. the responseeofitk flows to changes in OD-demand) is incorpedainto the
upper level objective function.

Consider a general netwof& = (N, A) where N denotes the set of nodes aAdlenotes the set of directed
links. Let RO Nand SO N be the set of origins and destinations respegtiarti RS= Rx &the set of all OD-
pairs. Furthermore, leA ] A be the set of links for which flow has been obedr{from now on ‘observed links’).
The matrix estimation problem can now be formulatsd

D' =argminF = argmiff f, D D, ¥ f, ¥ D )y ) (1)

where F denotes the upper level objective function to baimized,D", D and D, denote vectors containing
posterior, current and prior (or observed) OD deinegspectively for all OD pairs ilRS, y(D)and y denote
vectors of estimated and observed link flow&iandf, andf, denote distance functions measuring the difference
between observed and estimated demand and flowvike lapper level, Equation (1) is solved given soasponse
function y(D) from the lower level. For methods that use separedst functions (typically STA models),

y(D) =M(D)D @

where, the assignment matiM (D) is a matrix of sizi A ><| RE*f that follows from the assignment model, and is
incorporated from the lower level into the upperele For methods that use non-separable cost fumstisuch as
DTA and semi dynamic assignment models,

} D 3)

where also changes in the assignment matrix dwhaoges in the demand are accounted for (by tliereiitial
function). Note that in DTA models vectof3 and M (D) are expanded by a time dimensidndenoting the
number of time intervals modelled.

_ dM (D)
y(D) —{M O +—0

2.1.Relation with the network loading and route chaicedel

In the matrix estimation problem, the assignmentrimaxpresses the interaction effects between Isuppd
demand on the network, which originate on locatioriere demand exceeds the network supply. STAQ is a
network loading model describing such interactidfeats. Within the network loading model, nodesresgnt
(possible) spatial discontinuities in travel demdinel. merge/diverge) and/or link capacities. Théseontinuities
can cause the formation of boundaries betweeridrsifites in the form of shockwaves. The node mddstribes
macroscopic behaviour of drivers confronted witkhsdiscontinuities on nodes. As such, the node indelines
the locations where congestion is initially form@ldng with the congestion severity. Furthermordetines how
shockwaves are ‘distributed’ over ingoing and oirtgdinks (from now ‘inlinks’ and ‘outlinks’) whener they
encounter a node. These shockwaves are passedtmnliok model in the form of turn based reductiactors, the
link model propagates these reduction factors tinks.

These turn based reduction factors can be tradsiate path based reduction factors by:
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a,. = a;
ap ; Dap i 4)

where @ is a turn based reduction factor on a turn fronmkni to outlinkj determined by the node model ah]ja

is the set of turns used by pathvhen travelling from origin to linka. The path based reduction factoi¥§,p descnbe
the fraction of traffic on patb that is not held up by supply constraints upstréam link a and can be combined
with route fractions from the route choice modetiedermine elements in the assignment matrix by:

= Z 4yifalap (5)

pOR

where m? is the fraction of demand from OD pasrthat flows over link a (and represents one elerireM ), ¢/

is the fraction of demand from OD pas#rthat chooses to use patland (determined by the route choice model) and
P, is the set of paths using lirgk Note that due to properties of the node modell is&TAQ, reduction factors for
all turns on an inlink of node are equal by defmif thereby also defining a relation between toased and link
based reduction factors.

In this paper we develop a method to solve the imastimation problem on the node level, thus tgkimo
account interaction effects between demand on tarmus supply on outlinks of a node, causing flow eriag.
Interaction effects on the level of links and patins considered exogenous in the remainder ofpdzer. This
means that route fractions and reduced supply tinks due to spillback from other supply constetinnodes
downstream are assumed to be given. Then we carssx@D demand on the path level using

D _Drs p (6)

and the assignment entails merely a run of the SpAdpagation model translating path demands imto flows
and speeds. Note that for notational conveniemcéhie remainder we will omit superscrigtfrom path variables
(as a path implies the origin and destination)essistrictly necessary.

Note that route fractions and reduced supply ath bgplicit variables from the STAQ assignment mpdad
that the method described in this paper allowduture extensions to incorporate interaction effexztused by these
phenomena, through the relations between redudtiotors on the level of turns, paths, links and @éirs
described by equations (4) and (5).

3. Proposed method: lower level

In order to solve the bi-level problem, both uplesels and lower levels are solved iterativéfyeach iteration:

* in the lower level one STAQ assignment is run yigdthe assignment matrix and corresponding liokv§.
Furthermore, several marginal runs of the node inedhin STAQ are performed, yielding the approxiet
sensitivity of the assignment matrix to change®©ib-demand without the need to (iteratively) run fok
simulation model.

* in the upper level, the assignment matrix and pigreximated sensitivity from the lower level areedgo find
the OD matrix that minimizes differences betweerdelied and observed link flows and differences leetw
estimated and a prior OD matrix.

A general description of STAQ is already given a@tt®on 1, along with references to detailed desorig. A
general overview of the method used in the loweellés described in section 3.1. The method invelw@rginal
simulation using only the node model within theigissmient method as described in section 3.2. A desan of the
node model used in STAQ is given in section 3.3gnehs. Section 3.4 describes how this node modieledethe
relation between demand, flow and the assignmeirixa@n turn and link level using a numerical exdem@Based
on insights from section 3.4, properties of theaatbdel relevant for the matrix estimation probi@m described
in sections 3.5.
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3.1. Approximation of response function

In line with the state of the art matrix estimatimethods for DTA models Frederix (2012) derivedfttst order
Taylor approximation of the response function as:

6%(D)

=3 T ahE00,+ X3 0,705l T T

t=1 pOPR, t=1 pOP t=1 pip,

D, (7)

Do

where y denotes the inflow of link a during time period I]Qt and Dt are the prior and posterior demand for
path p departing in time period t respecnven?;gk (one element |n the a55|gnment matrix given fixade fractions)

is the fraction oth b,p that enters link a durmg time period k, aRdis the set of all paths. The second term in (7)
describes the first order effects.

In STAQ, the time dimension is absent and respéunsetion (7) simplifies to:

dé’ap(D)

Y. = Z &ap(DO)Dp-'- Z(Dp - Do,p) Z

D, (8)
pOR, p'OP pOR, der P

Do

that is separable across time periods, but insbfgaeross all paths. This means that the dermstin the second
term usually are approximated through complete nirthke assignment model, as done in finite difieeemethods
and SPSA (Spall 1998). This entails both very largleulation times and tedious tuning of algoritbrparameters
(Cipriani et all 2012).

Using STAQ, such methods can be avoided by usbkeofurn based reduction factar§ that are endogenous
variables of STAQ. These reduction factors repretfenratio between the demand and realised flova durnij
and are calculated by the node model. Derivatiyaba reduction factors on turn level to demandpath level (
da; /dD,) can be derived as follows. Firgg; / dD, is approximated using the node model. This apprakion
only requires several runs of the node model thates at negligible computational cost comparediftcsimulation
runs as required in other methods. Then, the derevaf an element in the assignment matrix (gifi®ad route
fractions) can be calculated using the product rule

da da./ dD
oz o | ¥ S ©
de iy, i1 a;

Note that changes in the assignment matrix as wtres changes in demand may itself result in addél
changes in demand (which we will call secondargrimttion effects). By using partial derivativesyotd each
single OD pair we assume that such secondary citeraeffects are negligible. Also, because of tharginal
simulation on node level, the proposed method dabaaised to calculate derivatives to demand ohspiduat do
not use linka.

3.2.Marginal simulation: the node model

Below, the notation that will be used to describe mode model is presented. Consider a no@®nnected to a
set of inlinks |, and a set of outlinks), forming the set of turn movements using the nddie=1,xJ
Furthermore, We define the set of outllnks directated to inlinki as J, ={ | D >0} and the set of |nI|nks
directly related to outlinkby I, ={i|D; >0} .

For all NONO Ga node model' .(0V is defined that calculates the vector of turn-Sow, over n as a
function of the vector of travel demand for eactnittg movement on the nodd( ), the vector of link capacities
of inlinks (C,) and the vector of supply constraints on the pksliof the node R,,) defined by link geometry or
spillback from downstream supply constraints. Tydds:
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Yo =Ta(D,CLuRY)

where:y = {y, OijOl }
D, ={D Oij 013 }, (10)
C,={C 0OiOl}and
R, ={R, 0j0J}

The (reduced) demand on turn level for turns olierdonsidered node is calculated by summing adluged)
demand of paths using that turn:
D, =2 4,D, (12)
PR
where Dp is calculated by the route choice model using (&) éij is calculated using (4) as part of the propagation
model combining results from upstream node modhee solved, turn based reduction factors can beedkeby:

a; =y, /14 . (12)

Using the node model a point derivative @fto any Dij can be approximated by running the model twice
around the current value @, . These point derivatives are then used as an zippate of dA(D)/dD in the
upper level. It is important to note here, thatapproximating derivatives we determine all the iphderivatives
(forming the Jacobian), but we choose to omit apipnating secondary interaction effects, since wauased that
these effects are negligible (section 3.1). Thisamsethat we omit the fact that when simultaneoasignging
multiple elements iD, the effecton A might not be simply the sum of the effects of adiag D sequentially per
OD pair.

Further note that supply constraint valuesRpare equal to or lower than the link capacity of thelink,
depending on the state of the outlink defined leylithk model. For the sake of simplicity, in thigger, constraints
imposed by geometry of the node itself (the soedaiihternal node constraints) are assumed to bexistent.

3.3.The node model used in STAQ

The node model used in STAQ is adopted from Tampéi@ (2011) who describe a set of requirements fo
realistic first order macroscopic node models tfiakd consistent solutions, along with the speatficn of a node
model that complies to these requirements (whichdispted in STAQ). One of the requirements is thatnode
model should contain supply constraints limiting imount of traffic that can flow into an outlini the capacity
or reduced supply of that outlink. If supply coastts are active, the limited supply of an outlimust be
distributed over the different turning movementsvdaods this link according to so called supply coaist
interaction rules (SCIR).

Smits et al. (2014) define a generic class of firsier node models based on the requirements by di@net al.
(2011) and point out that adding a specific seS6IR leads to a specific node model. They iderfi§iR for
different node models found in literature and pauot that the node model described by Tampére CHl1) is
equivalent to the model described in Flotterod &whde (2011) and uses directed capacity propaition
distribution as SCIR. This means that wheneveritigrmovements from multiple inlinks are competing $upply
of one outlink, the available supply is distributpcbportional to the directed capacity of the cotimue turn
movements defined as:

G =55 G (13)
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As Smits et al (2014) point out, due to the SCIRhis node model, each turning movement can only be
affected by one constraint. Therefore the propodiidy only holds for inlinks that are not affectég another
(supply or demand) constraint.

Following one of the other requirements (the covestiazn of turning fractions) the node model assuifegO
which means that the SCIR implicitly also determsirthe indirect effects of supply constraints onnitg
movements sharing an inlink with turning movemeaftected by the supply constraint. This means tietause of
FIFO, a; is equal for all turning movements that share thenes inlink, thusa; =a, and we can define
o, ={a, 00} .

The solution algorithm for the directed capacitggortional node model that is proven to convergghéounique
solution of directional supply constrained SCIR &&nfound in Tampére et al. (2011), Flétterod antide (2011)
and Smits et al (2014). For convenience of theaggatie algorithm using notation from this papen ba found in
appendix 1. The solution algorithm shows that ihéeded to sequentially handle each outlink, becausilable
supply in an iteratiorR* and the sets of turns competing for this supb:i)are dependent on demand constraints
(by lines (10) and (12) of the algorithm) or moestrictive supply constraints (by lines (21) and){zhandled in
previous iterationg.

Within one iteration of the algorithm, turn flowseadetermined for turns on one or more inlinks t@ised by
the most restrictive outlink in that iteratiop by:

y—ﬂq—éfkq" oiok
g =6 = 14
] ZCU ] (14)
o
Then, reduction factors for these inlinks can dalad using:
_Y -
0 =2- ook (15)

3.4. Approximating derivatives using the node model

From section 3.3 we conclude that the supply camd of the node model, together with the SCIRialbt
define the relationship between and D, and ultimatelya, and D, . For the node model used in STAQ, these
relations are implicit, but can be made explicithivi one iteration of the solution algorithm aswhan equations
(14) and (15). In order to be able to use the nuddel to numerically approximatrei:afij /de , sSome properties of
these implicit relationships are of importance. get insight into the implicit relations, we use themerical
example presented in section 2.1.4 of Tampére ¢€2@11) as a starting point. This example is surnired in Fig.
1, which displays both input and output of the noamlel. For all inlinks (marked O1-O4 in grey) inponsists of
link capacities (displayed in italics) and demand dach turn (‘turn demands’, displayed in nornmaitf. For all
outlinks (marked D1-D4 in grey), input consistsedplof link capacities (displayed in italics). Outpconsists of
flows per turn from each inlink (displayed bold-gne(when demand constrained) or bold-red (when agpa
constrained)) and total flows per outlink (displdye bold-black).

In line with the solution algorithm, we ‘explainhé numerical example by handling all outlinks setiadly
starting with the most restrictive, distributingnaining supply over competing inlinks in each itena. Comparing
total turn demand towards each outlink with theacdly of the respective outlink shows that onlyliolt D3 is
capacity constrained and as such is the mostatgtrioutlink with competing turns O1D3, O2D3 and@3. When
distributing the supply of D3 proportional to thieedttional capacities of its competing turns, dedhan turn O1D3
turns out to be less than its rightful share. Tfeeeeturn O1D3 is demand constrained and all temahnd from
inlink O1 can be accommodated,(=1). The remaining capacity on outlink D3 (850) istdbuted over O1D3 and
04D3 proportional to the directional capacitiedtadse turns. This yields, <1 and a, <1. Inlink O3 is demand
constrained, therefore, =1.

To demonstrate the mechanisms resulting from trectibnal capacity constrained distribution as S@#&now
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vary the demand on turn O1D4 from 0 to 800 (its imanxn possible value, given the inlink capacity aednand of
other turns on the inlink). Resulting values af are displayed inFig. 2 From this figure, we see that
da, /dD, =0 wheneverD,, <304. The reason for this is that for this range @f, inlink 1 stays demand
constrained and demand towards the only constgumirlink (D3) is not influenced by, , . For 305< D, < 39C
inlink 3 becomes capacity constrained by outlinkvfigreas inlink 1 stays demand constrained andkisil?2 and 4
stay supply constrained by outlink 3 (which isldfile most constraining outlink overall). This meahat any
increase ofD,, in this range does not reduce the available supphilable for inlink 1 (since it is demand
constrained) whereas the turn flow from inlink Zneens constant (since it is supply constrained h®y nore
restrictive outlink 3). Therefore, all extra demafindm inlink 1 is directly translated to turn floweeducing the
available supply for inlink 3(@F{‘ =-d0,). In terms of derivatives of equations (14) anfi)(this means that for
this range ofD,, :

dy34 - dy%4 - — Q4 and dJ?’ = - C:‘M =-0.0016
db,, —dF{f Z C, dD, D34Z G. (16)
ok ok

which is the slope of the linear decrease of tleegline between 305 and 390 in Fig. 2.

i
i
00 150 50 | 249
i
i
i
1000 : 1000
|
1
300 150 50 68 100
1996 2000 1096 2000 1600
205 300
100 81
800 2000 645 2000 795
800 645 600 100 100
1
1
1000 : 1000
i
i
i
1000 I 600 100 100
i

Fig. 1 numerical example of node model used in@e&.1.4. of Tampere et al

For 391< D,, < 45€ outlink 4 becomes the most constraining outlirdqstraining both inlinks 2 and 3. Outlink 3
remains constraining inlink 4, whereas inlink 1 a#éns demand constrained. This means that for éudinany
increase ofD,, in this range does not reduce the available sufaplinlink 1 (since it is demand constrained), but
does reduce available supply for inlinks 2 and 3.

Similar to the previous situation, all extra demdran inlink 1 is directly translated to turnflowsgducing the
available supply for inlinks 2 and Cde =-d0,). In terms of derivatives of equations (14) an8)(this means
that for this range oD, :
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dy24 - dyg4 - c‘?4 and mz = - C24 = - 42E - Oz'

dD14 _th( Z C|4 dD14 D, Cf a4 (7
iong iong

dy34 - dY?:4 - Q‘l and Ch'?’ = - C\G4 = - 53E - 0‘

i, -d’ .G, d, D, G, 4o
ionK ionK

which correspond to the slopes of the linear desgredi the green and red lines between 391 andribig)i 2.

0.8 A
0.7 7 < — \

—01
—02

03
03 - —04

0 200 400 600 800

demand on turn 01-->D4

Fig. 2: reduction factor€l, when varying D14

The reduction factor of inlink 4 increases lineadlye to the decreased competition of demand frdimkir2
(since it is now constrained by outlink 4). To eddte dy,,/ dD, we translatey,, in terms of D, ,:

y43=z—(;:’,where
R;’ZI%— Y3~ %= ~F§— D.-8.,Cy4 (19)
_8-p. - RG_g p (R-D)GC
R~ Dy >, R- D 2@4

which is recursive calculation of (14) over iteoas, taking lines (10), (12), (21) and (24) of #hgorithm described
in appendix 1 into account. Using (19) we can dateudy,,/ dD,, as:
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q I%C [IQ;_DB_(I?\)};_ D14)C23/Z; (1\’4] Cus
=i, = SR
o iong ’ a5 3 .
= Gl gy Yo W g 5o5- 04
2.C.* .G B, D.dD,
ion? io3

which correspond to the slopes of the linear irgeaaf the purple line between 391 and 456 in Fig. 2

For 457< D,, < 80C inlink 1 also becomes capacity constrained by mosstraining outlink 4, whereas inlink
4 stays supply constrained by outlink 3. There rasedemand constrained inlinks anymore. This mehas for
outlink 4, any increase dD,, only changes the distribution of the supply constrbetween inlinks 1, 2 and 3 from
inlinks 2 and 3 to inlink 1. Considering inlink 3:

, - RS,
““S¢c, (21)

ol
taking the derivative td,, (see appendix 2 equation al for derivation) yields:

dy34 - _QQA* c 1( D12+ D])a
2
dD14 [D14(C1 + C24+ C34) +( D12+ D19(024+ Cal]

(22)

which, when divided byD,,, describes the slope of the green line between a7 800 in Fig. 2. A similar
derivation (see appendix 2 equations a2 and a8sHot inlinks 1 and 2, yielding derivatives of tseme form:

dy, - RiG(D,+ DJ(Cyt Cy)
2
le4 [ D14C1 + (D12 + D13+ Dlz)(c 24+ C 3)]

(23)

dy24 - (_f\)icm)* Ci*( D,+ Dll
dD14 [D14 (C1+ Cot C34) +( D+ Dl;( Coit Cs):lz

(24)

The derivatives are nonlinear functidh: dD; — dy,. in the form ofc,/(C,D,, + ), whereg ,c, andc, are
constants composed of the supply of the considewdihk, directional capacities of other turns todsthis outlink,
the turn demands on turns sharing the inlink Wity and the capacity of that inlink.

The only remaining inlink 4 is constrained by mkl3, but this is not the most restrictive conistral herefore,
some of the capacity of outlink 3 is already usgdusns from inlinks 1, 2 and 3 before the constraif outlink 3
becomes active. In terms of equation (14), thismeethat, due to the effect of turns restricted byliok 4 its
enumerator changes nonlinearly in a positive s¢oi$& / dD, >0), since competition by turns O1D3 and O2D3
decreases due to the increased share of turn Ojllala!aLng more room on outlink D3 for turn O4D3. The
denominator in equation (14) is a constant, simce ©4D3 is the only turn ‘competing’ for outlink3Xi.e.: the
denominator only contains the directed capacitpdD3). The derivative now becomes (see appendiguaten
ad):

dY43 — @DIBCZCZB( C1+ C24+ C34)
dD14 [C1D14 + (D12+ D13+ Dl)C 24t ( D12+ D 13 D ])1C 442

(25)
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which, when divided byD,,,describes the slope of the purple line betweenaf7800 in Fig. 2. Note that (22) is

also in the formcl/((‘2 D,+ (,3)2, where the constants are now also composed afapacity of inlink O2 and the

directed capacity of O2D3, besides the constaiftat where already included in the derivatives of ttlows

towards the most restrictive outlink 4.

Based on the solution algorithm and the exampleriee in this section, we conclude that:

*  Functiona; (D) exists on the domaiEO,CI _zi'DJ. i D,j,}

. Functiona'i(Di],) is continuous on its entire domain, can be contrl piece-wise, and is differentiable
almost everywhere. At each interval 5}” a; is determined by the same constraint, and at each n
differentiable point, a switch between active comigts occurs.

» Functiona; (Di],) is either monotonously increasing or decreasingentire domain, depending on the effect

that D... has onC. in relation toz_ C. . Anincreasing function can only occur whie#i'.
i ] iors 0

*  Onan interval where tuiis demand constraingy; / dQ;. =0 and da /dRy. = 00 ,] ol

* On an interval where turij is supply constrained by an outlink to which atsteane demand constrained turn
exist, functiona; (D) has a linear form.

*  Whenever turnj is supply constrained by an outlink to which nomd&d constrained turns exisy (Di],) has
the form of¢, /(c, D, + c)°.

These properties off, (Di.j .) are of importance for the matrix estimation prohleince they can be exploited by

the optimization method used in the upper level.

3.5.Interdependencies of turnflows in the node model

The example described in section 3.4 demonstrheggdirected capacity proportional SCIR combinethwhe
FiFo assumption introduces interdependencies betwleenand on the different turn movements on a nakn
there are supply constrained outlinks. More spedtie flow of each supply constrained turning mogatij on
noden is dependent on:

» The demand on turns that share the inlink withcibresidered turn (due to the FiFo assumption);

* The demand on turns competing for supply of thetmexgrictive outlink (due to the SCIR);

* The demand on turns sharing an inlink with turnspeting for the most restrictive outlink. (due he tFiFo
assumption); and

* The demand on demand constrained turns towardadaiserestrictive outlink (due to the SCIR).

Assuming a node with four arms and banned u-tumslyve different turn movements exist. In the warase
there are three inlinks constrained by the modticgise outlink. In that case, for all turns frothese restricted
inlinks, the flow is dependent on demand on alveteother turns: two turns that share the samekinthree turns
that compete for supply of the most restrictivelinktand six turns that share an inlink with tuc@mpeting for
supply of the most restrictive outlink. This meatt@t we would need to includ@a, /aDi].D,]" for all
combinations of turns into the response functioddscribe the (first order) interaction effectsjehhmeans that we
add another dimension to the derivative of thegagsent matrix making the matrix estimation probleander to
solve for the upper level.

4. Proposed method: upper level and bi-level problem asa whole

In this section the methods used solving the upgpel problem and the bi-level problem as a wizoke
described.

4.1.Solving the upper level

The choice for a method for solving the upper lésehfluenced by the properties of the distanaecfions f,
and f,, which in turn are chosen dependant on propedfigke variables in the objective function (obserliak
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flows ¥ and OD demand,). Note that these are aggregate variables obsesved some period(s) of time.
Therefore, the observed values in vecjomre in fact instances of some probability distiithu This is also the
case for observed OD demand, since this is alsaggmegated value which, on top of that, is only sneed
indirectly through surveys or derived from someréisition model. Although, when known, these dmitions can
be taken into account when solving the upper lethés, is not subject of this paper. We thereforeade the mean
squared error (MSE) as distance function for batmponents, since it does not use any additiona datthe
distribution of the observed flow values or prioatnix. Furthermore, we introduce an extra paramitat allows
for weighing of the two components in the objectiwaction. Using MSE and weighing parameter, the objective
function to be minimized in equation (1) now reads

rsORS alA

minF = mDin{WZ (Dg =Dy ¥+ A-WPD (v, D)- ~ya)2:| (26)

where @is a normalisation parameter the normalises théesohthe second component relative to the first
component. The method used for estimatioeiill be described in paragraph 4.2.
Furthermore, equation (1) is subject to the follogvconstraints:

> a,Db,sC, Da0 A,
POR,

(27)

D, 20 OpOP. (28)

Constraint (27) ensures that link capacities fbligks are not exceeded, whereas (28) is a nomnéty constraint
on path demand. In addition to these natural caimétr, lower and upper bounds to the trip producper origin
could be added:

D' <Y D°<D" OrOR, (29)
s

The lower and upper bounds in constraint (29) ateally related to prior and/or observed trip praauts allowing
for a specified maximum (absolute or relative) dé&en. The optimization problem defined by (26)7)228) and
(29) is a quadratic optimization problem with lineonstraints. To solve the problem, the generdlimxluced
gradient method (GRG2, Lasdon et al. 1975) is used.

4.2.Weighting of objective function components

Parametenv is used to define the relative importance of the tamponentsf, andf, in objective functionF .
Typically it is set based on the level of confiderassociated with the two types of observed datar(matrix and
count values). However, since these two types ti Have a different scale (summation of link floev&r number
of observed links versus summation of OD demand nuenber of OD pairs) they must be normalized tovathe
weighting parameter to be given a meaningful imeiggion expressing the relative importance onadesof zero to
one.

One of the most common ways to normalfsand f, (see e.g. Alpcan 2013), is by calculating the eang
between the optimal (so callddtopia) and pseudo-worst (so callédiadir) points in objective space for each
component of the objective function. Using theseso the scale of each component relative to therocan be
calculated and used for normalisation within théghevariable.

The objective function value of the Utopia pointtbé first component of (denoted a§1U ) is zero, which is
the case wheD™ = D, . The objective function value of the Utopia paafithe second component &f (denoted
asf,) is also zero which is the case wheifD) — ¥, =0 Oall A; which can only be the case when observed flows
are consistent with link capacities (thus link ag@paconstraint (27) does not prohibit count valtede reached).
Since inconsistent observations should be removied @ matrix estimation, in the remainder it issamed that
this condition is satisfied.
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The objective function value of Nadir poinf§'\‘ and fzN can be calculated by solving

—maX(f ) ma Z Drs Ors i and (30)

rstRS

S =max(f,)= max 3 ¢, 0 ), § (31)

alA

separately, both subject to constraints (27), é2f) (29). Note that whereas (30) can be solvedtljresolving (31)

would require an iterative solution algorithm inwiolg running the lower level several times. Givhe sole purpose
of normalisation, this would take too much calcolattime. Therefore an apprOX|mat|of} is used instead,
omitting constraint (29) and neglecting the intgreledencies of link flows through the assignmenthia lower

level. In that case in the Nadir point, each obsériink either operates at capacity or does nobraccodate

demand at all, simplifying (31) to:

:Zmax[ (Ca_ S/a)2 1y§:|' (32)
alA
Then, the scale off, relative to f, can be calculated by
N _ fU N
f= Q = fl : (33)

fl -1, )

which is used in (26). In the remainder of this gragonstraint (29) is not used, allowing for apgmation of the
Nadir point using (32). The effect of constraingséd on trip production is left for future research

4.3.Convergence and consistency between lower and Ugypsr

Sections 3 through 4.3 discussed the methods wsezblving the upper and lower level. In order tdve the
whole bi-level problem, solutions of the two leveksed to be consistent. This means that the estirdgmand in
the upper level should be stable over iterationd, the approximated link flows used in the uppeelehould be
replicated by the ‘true’ assignment in the conseeubwer level.

Because the derivative in the second componetiteofdsponse function (8) is an approximation, {heeu level
optimization can ‘overshoot’ the optimum and mawerefind the optimum. There are three causes fag th
overshooting. Firstly, by equation (®a; /dD, is based on point approximations dtr; / dD;. whereas this
function consists of piece wise differentiable iatds (section 3.4). This means that the point axiprations are
only valid within their respective interval. Secbndthe approximation ob’i(Di].) is linear, whereas the true
function is only linear when at least one of thm$utoward the restricting outlink is demand caaisd (section
3.4). Thirdly, we omit to include secondary intdiag effects in the response function, whereas fseation 3.5 we
know that potentially all turns on the node modelyrmteract.

We propose to improve the first order approximatigrreducing approximation errors due to the pigise and
possibly non-linear form ofr;(D;;.) by constraining the changD that can be made t® within one (upper
level) iteration. We reIateAD to the error of the linear approximation af(D,;.) for each OD pair inD by
setting some upper bourg), on the tolerated approximation error. The methaﬂustrated by Fig. 3 that displays
a,(D,,) in the example from section 3.4.
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Fig. 3: reduction factodl,, when varying D43

In this example £, was set to 0.05. We use two binary searches sjafriimm ngthat compare the difference
between approximated and trag(D,;) , one in downward and one in upward direction yieggdower bound ,,

and upper boundDssrespectively. Since we know that,(D,;) is monotonously decreasing, the binary searches
are guaranteed to find the lower and upper bouxdte that the binary searches need to recalctiatadde model

at each candidate point, at the cost of computdtion. The example demonstrates that this methoectieboth
approximation errors due to non-linearity of thadtion (at the upper bound) as well as approximagiwors due to
piece wise form of the function (at the lower boundhis method is implemented in a prototype agsted in
section 5.

Dependent on the extent to which this improvemeoives the problem of overshooting, two further
improvements may be researched in the future.lfittste point approximation ofla, /dD].couId be replaced by
using the actual function that is valid for thepestive intervaIDi,j, (for which the first order derivatives are already
derived in 3.4). For this method, the non diffef@npoints ofa'i(Di],) (the boundaries of the intervals) must be
known. These can be found using a binary search similar way as described above. When appliedefarh
interval, this improvement would rule out any apgneation errors due to the piece wise and potdptian-linear
form of &, (Di],) . To also overcome the last cause of overshoatiegpndary interaction effects could be described
by adding interaction terms to the approximatidngheory these two future improvements can futgammodate
for all three causes of overshooting. Note howetlet, it might not be possible to analytically derthe secondary
interaction effects as a function, and that the lpemof partial derivatives to calculate (and inéud the upper
level) increases from the number of turning movetsiéon node level) or paths (on network level)he square of
these, which probably limits scalability of the mmed. Further research is needed to develop metthestsibed in
this section. Therefore, in section 5.2 we teswat extent the first solution solves the oversimgpproblem, and
based on the outcome decide whether the other iraprents should be pursued in further research.

4.4.Insensitivity of link flows due to supply constegdrturns

As described in section 3.4, each outlink can eitfeedemand or supply constrained and flow intorstrained
outlink will remain equal to the supply constramfithat outlink as long as the supply constrairgdsve:

. dy, ) .
if glaiD” =R then d?'zo Oijo{d,1j0Jd,}. (34)
1y |j

This property is a direct result of the existen€esupply constraints in the node model and is resjnte for the
metering of traffic flow as a result of bottleneaksspillback of traffic from other bottlenecks.
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For matrix estimation, a problem arises when thesigered outlink is an observed link (i.ej JA). In this
case the upper level cannot alter the flow onlthis Whenever this is the case, prior demand dhgasing linkj
and observed flow on linkare inconsistent. Either the prior demand is tghHKthe supply constraint fgris not
active in reality) or the observed flow on the ddesed link is too low (the supply constraint fois active in
reality). Depending on which information is thougiitas the most reliable, either the considerekl $hould be
removed fromAor the prior demand on paths using the considem&dshould be adjusted.

In case the observed link flow is considered metmlble, the prior demand level of one or more $umeeds to
be changed to a value that lies within a demanderavhere (34) does not hold for one or more tusastds link a.
To find the closest (upper or lower) bound of tliage of sensitive demand we, propose to use aybéearch on

each turn inlJ,, starting from its prior demand level in downwadiection. Note that although when (34) holds,
y;(D; ) is insensitive, but the functioar; (D) can still be sensitive change reflecting a chaingthe (directed

capacity proportional) distribution of the supphtioe outlink WhenDij changes. Therefore in the binary search the
variable Zm dyij / dDj, is evaluated, where a value not equal to O indéctitat a sensitive range has been found.
J

Then, the turn for which the prior demand is clbosests sensitive range is selected and the plémnand value
for this turn is ‘set’ to a value just within therssitive range. Furthermore, we add this valuenaspper bound to
the demand of the adjusted turn in the upper le&gladjusting the prior demand of the turn withgamal prior
demand closest to its sensitive range, deviatichebriginal prior demand matrix is minimized. 8Jsince we are
looking for the closest sensitive range, we cagy at@ay from using more costly searching technideesglobal
optima to find the sensitive range.

Note that the two different states of a turn orlinkiton a node are closely related to the two déffe states
defined in the fundamental diagram of a link. lotfghe change of a demand constrained to a sugupigtrained
turn causes the inlink of the turn to change frofnea flow to a congested state and vice versahah sense the
adjustment of the demand using the method descabegie can be considered as equivalent to the tatiuas of
the prior matrix to make sure the prior assignntentilts in the correct regime for each observeddis described
by Frederix (2012). This dissertation also descritiee necessity to stay in the correct regime, radthie upper
bound on the turn demand can be seen as a metleoguce that this condition is maintained.

5. Application of proposed method on node level

In this section we add observed link flows on tvidha outlinks of the example from section 3.4 antVe the
matrix estimation problem to demonstrate the magstimation method described in sections 3 andidgus
prototype implementation of the methods descrilmeseictions 3 and 4. Because we consider a netveorsisting
of only one node] =1, and J = J, meaning that all variables on turn level are egjeint to the variables on path
level, and application of equation (4) can be aaitt

In section 5.1 we solve the problem for the situativhere only the count values are considered thiyngev=0
in (26)'. In section 5.2 we increaseto demonstrate the normalisation described in Ad®ta force the upper level
to make a trade off between differences in obseareimodelled link flows and differences betwedimeded and
prior matrix. This incurs more simultaneous chartige®Dpairs and thus interaction effects, which good case to
test the method constraininD per iteration as described in section 4.3.

T Note that setting w=1 does not make sense, since the ODmatrix is the variable to be optimized and can directly be set in the upper level.
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5.1.Example optimizing only on observed values

In this section we solve the problem for the sitraivhere observed valugg =498 and §, =1590 are added
to the example from section 3.4 and only counteslare considered by settiwg0 in (26). Using the prior demand
from section 3.4, yields outlinks in the correajiree. The stopping criterion for the iterative nathwas set on the
differences between the objective function < 1EAM& varied the starting solution (starting frdir or the Nadir
( le) solution) and method constrainid§D per iteration (unconstrained or a binary searct wjf =0.01 or 0.05
). Results are shown in Fig. 4, the number oatiens performed and objective function valuesabi€ 1.

2000
1800 L
1600
M unconstrained, start@D0
1400
M unconstrained, start@Nadir
1200
We<0.01, start@DO
1000
800 M e<0.01, start@Nadir
600 £< 0.05, start@ DO
400 M e< 0.05, start@Nadir
200 — Prior/Count Value
0 L
o [a2] < — o < — o < — o o - <
B I T~ T I N SR S S S S Sl
(=} (=} [=] a a o (=} (=} a a [a) [a)
Fig. 4: posterior demand and link flows compare@rior demand and count values
unconstrained, unconstrained, € < 0.01, £<0.01, £<0.05, £<0.05,
Scenario start@DO start@Nadir start@D0 start@Nadir start@D0 start@Nadir
iterations needed 2 3 2 2 2 2
objf_1 (prior) 298042 1071083 687375 687487 430958 424353
objf_2 (counts) 1.020 0.003 0.026 0.026 1.785 1.671
Objf 3.669E-07 1.1928E-09 9.508E-09 9.512E-09 6409 6.009E-07

Table 1: number of iterations and objective funttalues after optimization

These results show that all scenarios yield saoigtihat are usable in practice: differences in twalues are
well within ranges that would be considered of asemtainty of the observed values. Consideringediffices
between observed and estimated flow values andtlgefunction, constrainind\D leads to better solutions at the
cost of more difference between prior and posteriatrix (but in the scenarios in this section tosnponent of the
objective function is ignored). Choosing a differestarting solution and and/or constraining methesult in
different solutions, indicating that the problemshaultiple solutions, due to the problem being usgecified.
Starting from Nadir yields better solutions for sdenarios contradicting expected behaviour. Hawnethis can be
a coincidence due to an arbitrary stop criteriolueafurther note that the unconstrained scenasddiisg from
Nadir does require an extra iteration.

Furthermore, runs starting with a prior matrix glieg outlinks operating within their insensitivengee where
conducted, which showed that the method proposetldroperates as expected. In some runs howevéatan
iterations the algorithm ended up in the same isitiga range again, indicating that the constramight need to be
persisted during the entire run.

5.2.Varying weights in upper level and test of consitsforcing convergence

In this section we test scenario’s in which wevged, to show the effect of normalisation and to testmethod
for constrainindAD per iteration as described in section 4.3 to prewwershooting. The risk of overshooting is
proportional to the number of interdependenciesdha affected by changes to the demand made hypiber level,
which is on its turn, proportional to the numberimterdependencies that exist in the network amdaimount of
change that needs to be made to the OD matrix. fikEns that a network with a more dependenciesldi® of
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supply constrained outlinks) will be more sensitiveovershooting, especially when the upper leiraltaneously
changes demand on multiple OD pairs (which candused by a high weight on the prior matrix caushegupper
level to distribute changes over all sensitive Qdirg large numbers of (inconsistent) traffic cauand/or traffic
counts on multiple outlinks). We changed the examply settingw=0.5, which proved to add enough
interdependencies to demonstrate performance afaheergence method from section 4.3.

Settingw=0.5 should result in componenfsand f, contributing equally to the objective function;.i.the ratio
between f, and f, should converge towards 0.5. Fig. 5 shows valdiesbjective function component§ and f,
and the objective function totdf for a run without constraints oAD over iterations. From this figure, a repetitive
cycle can be seen where the components convergardsve ratio of 0.5 during three subsequent itmati but
shoots out of convergence every fourth iteratidnis(first occurs in the second iteration), whererathe process
repeats. Although the method is not converginggcibje function values do not substantially decegathis does
show that the normalisation scheme works. Othes uging values of in the interval <0,0.6] all resulted in similar
graphs in which the ratio of, and f, converges tov during converging iterations, although the freqyeon€
shooting out of convergence differed. Whenewaras set to a value greater than 0.6, the algordtthtonverge.
Apparently in these situations, the high weighttioe prior matrix fixes the state of all turns byeking demand
within the original interval of piece wise functow; (D;.) .

0.12 4

0.04 1

F

objective function value

0.02 4

1234567 891011121314151617181920212223242526272829303132333435363738394041424344454647484950
Iteration #

Fig. 5: value of objective function and its compots for unconstrained run with= 0.5

Applying a constraint ofAD using the binary searches witfy =0.01 yields slightly better convergence as
indicated by Fig. 6, but the objective functionueastill does not substantially decrease. Whehitgpat the course
of A (Fig. 7) it becomes clear that the tolerance 61.0s violated in every iteration. This indicatbsitsecondary
interaction effects are a major contributor to thange of alpha and thus must be included to shk/g@roblem in
this case.
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Fig. 6: value of objective function and its compots for constrained run with = 0.5 andga =0.01
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Fig. 7: value of alpha for constrained run wid = 0.5and &, = 0.01

Trying to force convergence, we conducted addiicans in which we constrainefiD directly and setting
ADdepending on the quality of the approximation, sehide difference between the first order approtioneand
the second order approximation arouddwas used as a (rough) quality measure for theoxppation. We also
conducted runs in which we applied the method otssssive averages in combination with the congdgaifhese
runs did show improvement in convergence, but ditirasult in lower objective function values, confing that
secondary interaction effects should be includesbtee this problem.

6. Discussion

From the theoretical insights from sections 3.5 drlexamples in section 5.2 it becomes cleargdabndary
interaction effects are a major part of the respdoaction and should be included in its approxioratTo the best
of our knowledge, this insight has not been reczgphibefore. Possible reasons for this are thdtpadth not
explicitly, ‘conventional’ methods that use completins of the assignment model perturbing multp2 pairs at
the same time (e.g. SPSA) do capture these efféatthermore, these effects might reside in thelewaof other
interaction effects on real life networks such @ste choice and spillback and departure time chimidhe case of
DTA models, which were deliberately excluded frohistpaper. Other reasons why this problem might be
overlooked is the general underspecification of tnnaatrix estimation applications and the relatiee foccurrences
of the problem in a large scale network, but iso=eal by looking at the level of nodes in this paper

If the use of explicit reduction factors for matggtimation is to be pursued, further researckeéiad on how to
efficiently determine, calculate and include rel@vaecondary (or even higher order) interactioec. A further
enhancement could be to use exact derivatives doh énterval ofa'i(Di],) marking a switch between active
constraints, instead of using linear approximateidtpderivatives.

Once such a method is found, the method should éreerglized from node to path level. Although the
theoretical framework for this generalization iseaddy described in section 2.1, the translatiomftarn to paths
will lead to practical problems such as possibirsistency of constraints on different nodes grath or (non-
obvious) inconsistency between observed link flows.

Consecutively, the method should be generalizethdtude effects of spillback on the network levBince
spillback effects can already be captured on tluedevel by thex, (Di],) relation throughR, , the challenge here
is to develop some marginal simulation method amgfer spillback effects over links whenever demiaraltered
by the matrix estimation method in such a way #pétback effects substantially change. The evasted submodel
that handles spillback within STAQ (the so callgdeuing phase’) would be a good starting pointdevelopment
of such a method. Finally, the method needs furgleeeralisation to include route choice.
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7. Conclusions

Using STAQ (or other semi dynamic assignment mowaitls a node model that accounts for supply coingsha
for matrix estimation has some methodological athges over full DTA models. The lack of a time dimsien and
direct use of turn based reduction factors caledldty STAQ makes the problem more tractable, wisetka
possibility to use marginal simulation only usitg thode model potentially decreases required calonltime and
makes the solution method more scalable.

The matrix estimation problem for STAQ is a bi-legptimization problem in the form of a Stackelbgame.
In order to solve it, the response of the loweelenust be included in the upper level optimizatiothe form of
partial derivatives of the assignment matrix to temand. Most methods in literature approximaterésponse
using complete runs of the assignment model entgiioth large calculation times and tedious tumihglgorithmic
parameters. The method proposed in this paper sipmrtes the response function of a path by solanty the
node models of nodes encountered on that path.

In this paper the matrix estimation problem is ostyved on the node level, thus taking into accautetraction
effects between demand and supply on a node, catlein metering. Interaction effects on the levélinks and
paths (i.e. route choice and spillback) were carsid exogenous and their influence is left forHertresearch.
Also, we assumed that secondary interaction eff@atditional changes in demand due to changeseimebponse
function as a result of changes in demand) areigielg. This means that we neglected the fact thhén
simultaneously changing demand for multiple OD p#ire response might not be simply the sum of tleets of
changing each OD pair sequentially.

To be able to use the node model in the lower Jdhel relationship between link flows and turn dachéor a
node were made explicit. The supply constraintshef node model, together with its SCIR actuallyirdethis
relationship through the inlink based reductiontdes. It was shown that the reduction factor ofialink as a
function of demand on some turn on the node isigoatis on its entire domain, can be constructedepigise, and
is differentiable almost everywhere. At each inttmf the piece wise function, a reduction factodéetermined by
the same constraint, and at each non-differentipblet, a switch between active constraints occWhin each
interval, the reduction function is linear when thknk is demand constrained or supply constraibgdn outlink
to which at least one demand constrained turn exéherwise this function has the form @f/(c,D; + g)z.
Furthermore it was shown that the function is &ithenotonously increasing or decreasing on ityemkbmain and
that the directed capacity constrained node mausbduces secondary interaction effects betweeanpatly all
turns on a node. This means that when simultangainsinging demand for multiple OD pairs the respamsght
not be simply the sum of the effects of changintheaD pair sequentially.

For the upper level a common objective functionpi®posed containing a first component minimizing
differences between estimated and observed linksfland a second component minimizing differences/den
prior and posterior demand matrix, both componesisg MSE as a distance function. A weighing patameas
added to the objective function, which was nornmliaising true Utopia points for the first componant
approximated and true Nadir points for the firs a@cond component respectively.

To improve convergence, we proposed to constranathount of change that can be made to the OD»matri
within one iteration related to the approximatiaroe due to the linear approximation and piece wisaracter of
the relation between turn demand and reductiomfacEor this, a binary search was used to transldblerance on
the approximation error into lower and upper boufaisthe elements in the OD matrix to be used i tlext
iteration.

For cases where the response function is inseagltie to inconsistency between prior matrix anctofesl link
flow a method was added that changes the prior dérfarcing consistency before starting the matstineation
procedure.

Several test runs where conducted using a protpsfaeving that the method yields solutions usableractice
when only differences between observed and estihiatie flows are considered. In this case, addiogstraints to
the amount of allowed demand-change per iteratauld to slightly better solutions. Runs with addedstraints
and runs using a different start solution yieldeti#nt solutions, indicating that the problem islerspecified in this
case. Test runs using weights in the interval €),$how that the normalisation of the objectivection works as
intended, but that the algorithm does not conveatge to switches between active constraints withen node



20 Luuk Brederode et al./ Transportation ResearchcBdia 00 (2015) 000—000

model. Apparently, higher weights restrict turn @@ enough to keep the original active constraiméct as these
runs do leading to convergence. In the case>di applying a constraint on the amount of allowed dedichange
yields slightly better convergence, but the objecfunction value still does not substantially éese. It is shown
that the tolerance that was set on the change chiction factors was violated in every iterationidgading that
secondary interaction effects are a major contimibio the change of alpha and thus should be dieduto solve the
problem in these cases.

Further research is needed on how to efficientliemeine, calculate and include relevant secondaryeyen
higher order) interaction effects. Furthermore pineposed method needs to be generalized to patmetmebrk
level and extended incorporating route choice.
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Appendix: solution algorithm for node model with directed capacity proportional SCIR

(0) Given: D
(1) Initialise:

IO X me ==
= ||—al
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U
=(I)
Vv
o

2)

(3) While 3
@ B —fm DJDJ|I"¢D
(6) =

©® = arg’mréﬂ

() |fDDN| < BIC
8) 0i O A! |ID < B“C do:
(9) = D|'~
(10) é“z’
(11) O
(12)
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(14) ¥t =J\{}
(15) i
(16)
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(18) Elseif
(19) i
(20) 34& = ,8" gjoJ
(21) l*l ;3 G Oj07J
(22) a

(23) If

(24)
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(26)
(27)
(28)
(29)
(30)
(31)
(32)
(33)  Endif

(34)  ki=k+1
(35) Endwhile

0ij 01

>,BCD|DIk

|Jk+1—|1k\| K
If 1K = j
Jk+1 J \{}
endif .
Ebe|fg J
=JI\{1%
Endif
Next |
Nexti

# set of considered inlinks per outlink in iteoatio
# set of considered outlinks in iteration 0

# available supply per outlink in iteration O

# iteration number

# directional capacity per turn

# Start of loop over outlinks

# determine potential outlink restricting factors
# determine most restricting constraint

# determine causative outlink

# if there exist demand constrained inlink(s)

# for these demand constrained inlink(s)

# fix turnflows to turndemand

# reduce available supply of affected outlinks
# for all still considered outlinks

# remove from set of inlinks competing for |

# if set of considered inlinks is now empty

# remove outlink from set of considered outlinks

#there are only supply constrained inlinks left

# for all inlinks constrained by most resirietoutlink
# fix turnflows to match available supply

# reduce available supply of affected outlinks

# for all still considered outlinks

# if not the most restrictive outlink

# remove inlinks constrained by most restrictiudiok
# if set of considered inlinks is now empty

# remove outlink from set of considered outlinks

# if most restrictive outlink
# remove outlink from set of considered outlinks

21
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Appendix: calculation of derivativesfor numerical example when 457< D, , <800
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