
SNM: Stochastic Newton 
Method for Optimization of 

Discrete Choice Models
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Optimization of 
Discrete Choice 

Models?
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DCMs Softwares
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Every 
minute of 
the Day
(2013)

Every 
minute of 
the Day
(2017)

Twitter users sent 
456,000 tweets

Instagram users 
shared 46,740 

pictures

Google received over 
3,600,000 search queries

Youtube users 
uploaded 

300 hours of video

Motivation
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Twitter users sent 
100,000 tweets

Google received over 
2,000,000 search queries

Instagram users 
shared 3,600 

pictures

Youtube users 
uploaded 

48 hours of videoBIG DATA

Ref: Domo + Internet



What can we do?
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Where to get inspiration?
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ML is actually “close” to DCMs
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DCMs MLv.s.
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Optimization of ML - The Basics

GD
(Cauchy, 1847)

SGD
(???, 1940’s)

mbSGD
(???, 1940’s)
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Challenges

●

●

● Avoid getting trapped in a local minima!
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Then... Adagrad
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First-Order vs Second-Order

●
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What am I doing here?

●

●

● many stochastic algorithms
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First-Order stochastic algorithms
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Gap + Plateau!



How to fix that?

Stochastic Newton Method
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Stochastic Newton Method
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Not this one!

Works better!



Conclusion
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●
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Future work

●

●

●
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Thank you!
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Article submitted at IEEE ITSC 2018
http://github.com/glederrey/IEEE2018-SNM

Code and article also available upon request:
gael.lederrey@epfl.ch



Backup Slides
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Main extensions of SGD

 sum of the squares
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Model
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Model trained with Biogeme
Log-likelihood: -7145.721
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Stochastic Newton Method
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Armijo Backtracking Line Search

●
●
●
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Not enough Newton steps?
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Theoretical percentage of Newton step in function of the batch size



Bad Direction?
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Euclidian distance between optimal parameters obtained on the full 
dataset and optimal parameters found on batches of the data



Future extensions
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