Binary choice — 3.3 Maximum likelihood
estimation

Michel Bierlaire

Solution of the practice quiz.

The first order necessary optimality conditions are
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and the log likelihood is
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In the case of the logit model
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and x;, is the vector of explanatory variables associated with alternative i.
Note that
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Consequently, the partial derivative of (2) with respect to Vj, is
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as Yin + Yjn = 1. The partial derivative of ([2]) with respect to S is
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as the utility function () is linear. As y;, + yjn = 1 and P,(i) + P,(j) = 1,
this simplifies to
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Therefore, the first order necessary optimality conditions are
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