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Abstract

We improve the mixed-integer programming formulation of the multicommodity capacitated fixed-charge network design problem by incorporating valid inequalities into a cutting-plane algorithm. We use five classes of known valid inequalities: the strong, cover, minimum cardinality, flow cover, and flow pack inequalities. The first class is particularly useful when a disaggregated representation of the commodities is chosen, while the last four are expressed in terms of network cutsets. We develop efficient separation and lifting procedures for these classes of inequalities. We present computational results on a large set of instances of various characteristics, allowing us to measure the impact of the different classes of valid inequalities on the quality of the lower bounds, in particular with respect to the representation of the commodities.
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1 Introduction

Network design models are used in many application areas, most notably in transportation and logistics [19, 45, 49]. These models span the entire spectrum of planning levels. At the strategic level, typical decisions involve the construction of infrastructures, the location of facilities and the acquisition of assets, taking into account long-term demands for product movements and vehicle flows [14, 60]. At the tactical level, decisions are often related to the selection of service routes by carriers, and the frequencies and schedules of these routes; such service network design problems arise in, e.g., maritime [13], rail [15, 62], and intermodal [24] transportation. At the operational level, service routes must be established on a short-term horizon, typically one day; examples include express shipment services [4], adaptive distribution systems, where facilities (such as parking spaces) are used or not according to demand fluctuations [30], and applications in city logistics, which involve network design and vehicle routing decisions [25].

In this paper, we study the multicommodity capacitated fixed-charge network design problem (MCND), a generic problem that captures many salient features of network design applications encountered in transportation and logistics. Given a directed graph $G = (N, A)$, where $N$ is the set of nodes and $A$ is the set of arcs, and a set of commodities $K$ to be routed according to a known demand $d^k > 0$ flowing from an origin $O(k)$ to a destination $D(k)$ for each commodity $k$, the problem is to satisfy the demand at minimum cost. The objective function consists of the sum of transportation costs and fixed design costs, the latter being charged whenever an arc is used. The transportation cost on arc $(i, j)$ is denoted $c_{ij} \geq 0$, while the fixed design cost for arc $(i, j)$ is denoted $f_{ij} \geq 0$. In addition, there is a capacity $u_{ij} > 0$ on the flow of all commodities on arc $(i, j)$; we assume $u_{ij} \leq \sum_{k \in K} d^k$ for each arc $(i, j)$. The MCND is NP-hard since it contains as a special case the multicommodity uncapacitated fixed-charge network design problem (obtained by imposing $u_{ij} = \sum_{k \in K} d^k$ for all $(i, j) \in A$), which is NP-hard [45].

The MCND can be modeled as a mixed-integer program (MIP) by using continuous flow variables $x^k_{ij}$, which reflect the amount of flow on each arc $(i, j)$ for each commodity $k$, and 0-1 design variables $y_{ij}$, which indicate if arc $(i, j)$ is used or not:

\[
\min \sum_{k \in K} \sum_{(i,j) \in A} c_{ij} x^k_{ij} + \sum_{(i,j) \in A} f_{ij} y_{ij},
\]

\[
\sum_{j \in N_i^+} x^k_{ij} - \sum_{j \in N_i^-} x^k_{ji} = \begin{cases} d^k, & \text{if } i = O(k), \\ -d^k, & \text{if } i = D(k), \\ 0, & \text{otherwise}, \end{cases} \quad (i, j) \in N, k \in K,
\]

\[
\sum_{k \in K} x^k_{ij} \leq u_{ij} y_{ij}, \quad (i, j) \in A,
\]

\[
x^k_{ij} \geq 0, \quad (i, j) \in A, k \in K,
\]

\[
0 \leq y_{ij} \leq 1, \quad (i, j) \in A,
\]

\[
y_{ij} \text{ integer } \quad (i, j) \in A,
\]
where $N^+_i = \{ j \in N | (i, j) \in A \}$, $N^-_i = \{ j \in N | (j, i) \in A \}$. Constraints (2) correspond to flow conservation equations for each node and commodity. Relations (3) represent capacity constraints for each arc. They also link together flow and design variables by forbidding flow to use an arc that is not chosen as part of the design.

Branch-and-bound (B&B) algorithms based on linear programming (LP) relaxations are the most common methods to solve such models. Here, however, the LP relaxation generally provides weak lower bounds [20]. Alternative relaxation approaches have been devised, in particular Benders decomposition [17] and Lagrangian-based procedures [20, 21, 29, 38, 40, 57]. Heuristic methods have also been proposed for computing feasible solutions [18, 22, 23, 31, 32, 37, 39, 56]. In this paper, we present a cutting-plane method for improving the LP relaxation lower bounds. Although this methodology has been applied successfully to other, closely related, network design problems [1, 2, 6, 8, 10, 11, 12, 27, 28, 41, 43, 44, 52, 54], it has not been used to address the MCND. Our objective is to identify inequalities that can be useful within a cutting-plane framework by exploiting simple structures derived from relaxations of the MCND. We aim to perform an extensive computational study of the impact of these inequalities on improving the lower bounds for a large set of instances used in prior works on the MCND.

The cutting-plane method we propose is based on five classes of known valid inequalities (VI): the strong, cover, minimum cardinality, flow cover, and flow pack inequalities. The last four classes of inequalities are expressed in terms of cutsets, where the set of nodes is partitioned into two subsets. The five classes of inequalities are derived from three relaxations of the MCND: the single-arc design relaxation (for strong inequalities), the single-cutset relaxation (for cover and minimum cardinality inequalities), and the single-cutset flow relaxation (for flow cover and flow pack inequalities). These relaxations display problem structures for which the VI we use are facet-defining under mild conditions. We recall these known results in Section 2.

Other classes of VI can be derived. For instance, instead of using single cutset structures, one might use collections of cutsets in a single inequality [46, 55]. Another idea is to partition the set of nodes into $k$ subsets with $k \geq 2$ [3, 12, 28, 43, 44]. Such inequalities can also be combined together to derive other VI by applying mixed-integer rounding [7, 12, 28, 47, 54]. Although these ideas for generating other VI have proven effective for some related problems, especially those involving general integer variables, our choice of inequalities is based on the abundant literature that demonstrates the strength of cover and flow cover inequalities for mixed 0-1 programs and the impact of VI based on cutsets for strengthening network design MIP models.

A key to the success of these inequalities is the representation of the commodities: it is well-known in multicommodity network flow problems that commodities sharing the same origin or the same destination can be aggregated into a single commodity. This transformation provides the same sets of feasible and optimal solutions than the original, or disaggregated, commodity representation, whenever there are no commodity-dependent costs or capacities, which is the case for the MCND. In this paper, we explore the results obtained with an alternative commodity representation that aggregates all commodities with the same origin, called aggregated commodity representation.
Cutting-plane approaches for related multicommodity network design problems, which have all used cutsets to derive classes of VI, have chosen either the aggregated [11, 12, 28, 54] or the disaggregated commodity representation [10, 27, 44]. To the best of our knowledge, there was no attempt to look at the effect of commodity representation on the strength of the LP relaxations obtained by adding cutset-based inequalities. We attempt to fill this gap. The advantage of the disaggregated commodity representation is that some VI can be stronger in that case (for example, the strong inequalities), while the advantage of the aggregated commodity representation is the reduction in the size of the model (the number of flow variables being reduced by a factor of $|V|$). Although the combination of disaggregated commodity representation and strong inequalities provides strong lower bounds [20], it might be preferable to use the weaker, but more compact, aggregated commodity representation in the hope that significant lower bound improvements are obtained by adding cutset-based inequalities.

To the best of our knowledge, the only known theoretical result on the relationships between commodity representation and cutset-based inequalities is for the case of single-commodity uncapacitated fixed-charge network design with one origin and multiple destinations [55]. In that special case of the $MCND$, one can derive an equivalent multicommodity formulation by associating a commodity to each destination. Rardin and Wolsey [55] show that the multicommodity LP relaxation enriched with strong inequalities is equivalent to a single-commodity LP relaxation strengthened with so-called dicut collection inequalities, a class of VI derived from cutsets. As pointed out by these authors, no equivalent result is known for capacitated problems, even in the single-commodity case.

Our contribution is threefold. First, we develop a cutting-plane algorithm that includes separation and lifting procedures adapted to the $MCND$. In particular, we present a new separation procedure for flow cover and flow pack inequalities. We develop procedures for generating cutsets, including a method inspired by metaheuristics approaches, which can be adapted to other network design problems. Second, we perform computational experiments that show the efficiency of our separation, lifting and cutset generation methods. We show that our cutting-plane algorithm is competitive with that of the state-of-the-art MIP solver CPLEX (version 12) on a large set of instances. When embedded in the B&B algorithm of CPLEX, we show that our cutting-plane procedure allows to prove optimality for a majority of the instances, while the unsolved instances show an average optimality gap within 2% when stopped after a reasonable CPU time limit. Third, we compare, with our cutting-plane algorithm, the relative strength of the different classes of inequalities when using the aggregated and disaggregated commodity representations. We show that large-scale instances with many commodities (more than 100) perform best with the disaggregated commodity representation, while small-scale instances with few commodities (around 10) benefit from the aggregated commodity representation.

The paper is organized as follows. In Section 2, we describe the five classes of VI and the relaxations from which they are derived. The separation and lifting procedures for these inequalities are presented in Section 3. The cutting-plane algorithm, including the cutset generation procedure, is the topic of Section 4. In Section 5, we report the results of experiments on a large class of problem instances. We conclude this paper with a discussion of future research avenues.
2 Relaxations and Valid Inequalities

In this section, we present three relaxations of the MCND, the single-arc design, single-cutset, and single-cutset flow problems, from which we identify the five classes of VI that are used in our cutting-plane algorithm. We use the following notation: for any model MOD, its set of feasible solutions is denoted $F(MOD)$, while the convex hull of $F(MOD)$ is denoted $\text{conv}(F(MOD))$.

2.1 Single-Arc Design Relaxation and Strong Inequalities

We relax the flow conservation equations and replace them by inequalities (7), which are derived from the observation that any optimal solution is circuit-free, since all costs are nonnegative:

$$x^k_{ij} \leq d^k, \quad \forall (i,j) \in A, k \in K. \quad (7)$$

The resulting relaxation decomposes by arc; following the terminology in [43], we call the resulting problem associated with each arc $(i,j)$ the single-arc design relaxation, $SAD_{ij}$. Its feasible set can be written as follows:

$$F(SAD_{ij}) = \{ (x^k_{ij})_{k \in K}, y_{ij} | \sum_{k \in K} x^k_{ij} \leq u_{ij}y_{ij}, 0 \leq x^k_{ij} \leq d^k, k \in K, y_{ij} \in \{0, 1\} \}. \quad (8)$$

This set also arises when relaxing the demand constraints in the capacitated facility location problem (CFLP): an arc in the MCND corresponds to a facility in the CFLP and a commodity in the MCND corresponds to a customer in the CFLP. The following strong inequalities (SI) are valid for $F(SAD_{ij})$:

$$x^k_{ij} \leq d^ky_{ij}, \quad \forall k \in K. \quad (9)$$

These inequalities are not only facet-defining for $\text{conv}(F(SAD_{ij}))$, but together with the other inequalities, they define the convex hull of solutions (a proof can be found in the study of Lagrangian relaxations for the CFLP by Cornuéjols et al. [16]):

$$\text{conv}(F(SAD_{ij})) = \{ (x^k_{ij})_{k \in K}, y_{ij} | \sum_{k \in K} x^k_{ij} \leq u_{ij}y_{ij}, 0 \leq x^k_{ij} \leq d^ky_{ij}, k \in K, y_{ij} \in [0, 1] \}. \quad (10)$$

Adding the SI for all arcs to the MCND LP relaxation significantly improves the quality of the lower bound [20, 29]. Although there is a polynomial number of SI ($|A||K|$), adding all of them to the LP relaxation yields large models that frequently exhibit degeneracy. Only a small number of SI are added with our cutting-plane algorithm.

2.2 Single-Cutset Relaxation and Knapsack Inequalities

If we let $S \subset N$ be any non-empty subset of $N$ and $\bar{S} = N \setminus S$ its complement, we denote the corresponding cutsets by $(S, S) = \{(i, j) \in A \mid i \in S, j \in S\}$ and $(\bar{S}, S) = \{(i, j) \in A \mid i \in \bar{S}, j \in S\}$, and their associated commodity subsets $K(S, S) = \{k \in K \mid \}$
For any $L \subseteq K$, we also introduce the following notation: $x_{ij}^L = \sum_{k \in L} x_{ij}^k$ for any arc $(i, j)$, $d_{(S, \bar{S})}^L = \sum_{k \in K(S, \bar{S}) \cap L} d^k$ and $d_{(\bar{S}, S)}^L = \sum_{k \in K(\bar{S}, S) \cap L} d^k$. By summing the flow conservation equations (2) for all $i \in S$ and $k \in L$, we obtain

$$\sum_{(i,j) \in (S,\bar{S})} x_{ij}^L - \sum_{(j,i) \in (S,\bar{S})} x_{ji}^L = d_{(S,\bar{S})}^L - d_{(\bar{S},S)}^L. \tag{11}$$

Replacing $L$ by $K(S, \bar{S})$ in equation (11) and using the inequalities $x_{ij}^{K(S,\bar{S})} \leq u_{ij}y_{ij}$ for $(i, j) \in (S, \bar{S})$ and $x_{ji}^{K(S,\bar{S})} \geq 0$ for $(j, i) \in (\bar{S}, S)$, we obtain the single-cutset relaxation, $SC_S$, whose feasible set is defined as follows, where $d_{(S,\bar{S})} = d_{(S,\bar{S})}^{K(S,\bar{S})}$ (note that $d_{(S,\bar{S})}^{K(S,\bar{S})} = 0$ by definition):

$$F(SC_S) = \{ (y_{ij})_{(i,j) \in (S,\bar{S})} \mid \sum_{(i,j) \in (S,\bar{S})} u_{ij}y_{ij} \geq d_{(S,\bar{S})}, \; y_{ij} \in \{0, 1\}, (i, j) \in (S, \bar{S}) \}. \tag{12}$$

The single-cutset inequality defining $F(SC_S)$ states that there should be enough capacity on the arcs of the cutset $(S, \bar{S})$ to satisfy the total demand that must flow from $S$ to $\bar{S}$.

By complementing the $y$ variables (replacing $y_{ij}$ by $1 - y_{ij}$) in $F(CS_S)$, the single-cutset relaxation reduces to a 0-1 knapsack structure. The well-known cover inequalities for that structure [9, 36, 61] are based on the following definitions (for the sake of clarity, we adapt to $F(SC_S)$ the terminology related to the 0-1 knapsack structure): $C \subseteq (S, \bar{S})$ is a cover if the total capacity of the arcs in $(S, \bar{S}) \setminus C$ does not cover the demand, i.e., $\sum_{(i,j) \in (S,\bar{S}) \setminus C} u_{ij} < d_{(S,\bar{S})}$; moreover, a cover $C \subseteq (S, \bar{S})$ is minimal if it is sufficient to open any arc in $C$ to cover the demand, i.e., $\sum_{(i,j) \in (S,\bar{S}) \setminus C} u_{ij} + u_{pq} \geq d_{(S,\bar{S})}, \forall (p, q) \in C$.

For every cover $C \subseteq (S, \bar{S})$, the cover inequality (CI)

$$\sum_{(i,j) \in C} y_{ij} \geq 1 \tag{13}$$

is valid for $F(SC_S)$. This inequality states that at least one arc from the cover $C$ must be opened in order to meet the demand. If $C$ is a minimal cover, we can apply a lifting procedure to derive a facet of $\text{conv}(F(CS_S))$ [9, 61].

In addition to the cover inequalities, we use the so-called minimum cardinality inequalities. Let the capacities of the arcs in $(S, \bar{S})$ be sorted in non-increasing order: $u_{a(t)} \geq u_{a(t+1)}$, where $a(t) \in (S, \bar{S})$, $t = 1, ..., |(S, \bar{S})|$, $u_{a(t+1)} = u_{a(t)}$. Define then $l_{(S,\bar{S})} = \max \{ h \mid \sum_{t=1}^{h} u_{a(t)} < d_{(S,\bar{S})} \} + 1$, the least number of arcs in $(S, \bar{S})$ that must be used in every solution of $F(SC_S)$. We then derive the minimum cardinality inequality (MCI):

$$\sum_{(i,j) \in (S,\bar{S})} y_{ij} \geq l_{(S,\bar{S})}. \tag{14}$$

This inequality has been used to strengthen relaxation bounds for the 0-1 knapsack problem [48].
As discussed in Section 3.1, we use the two families of knapsack inequalities, CI and MCI, in the following context: initially, some \( y \) variables are fixed to either 0 or 1 (using the LP relaxation solution), then, a violated inequality is generated for the resulting restriction of \( F(SC_S) \), and finally, a lifting procedure is applied to obtain a VI for \( F(SC_S) \). Different variable fixing strategies are used for the two types of inequalities, which yields different restrictions of \( F(SC_S) \). In this context, it is possible to obtain an MCI stronger than a CI, even though the MCI is in general weaker than the facet-defining minimal CI.

### 2.3 Single-Cutset Flow Relaxation and Flow Cover Inequalities

To derive the single-cutset flow relaxation, we use the same notation as in the previous section. In addition, for any arc \((i, j)\) and any \( L \subseteq K \), we define \( b_{ij}^L = \min\{u_{ij}, \sum_{k \in L} d^k\} \), which is an upper bound on the flow of all commodities in \( L \) that can use arc \((i, j)\).

Using this bound and relaxing equation (11), we obtain the single-cutset flow relaxation, \( SCF_S^L \), whose feasible set is defined as

\[
F(SCF_S^L) = \{ (x_{ij}^L, y_{ij})_{(i,j) \in (S,S) \cup (\bar{S},S)} \mid \sum_{(i,j) \in (S,S)} x_{ij}^L - \sum_{(j,i) \in (S,S)} x_{ji}^L \leq d_{(S,S)}^L, \quad 0 \leq x_{ij}^L \leq b_{ij}^L y_{ij}, \quad y_{ij} \in \{0, 1\}, (i, j) \in (S, \bar{S}) \cup (\bar{S}, S) \}.
\]  

(15)(16)

This relaxation reduces to the single-node fixed-charge flow problem, introduced in [53], and studied by many authors, since it arises as a natural relaxation for general MIP models. In particular, two classes of inequalities have been derived for the single-node fixed-charge flow problem, the flow cover and flow pack inequalities, which we now describe for \( F(SCF_S^L) \).

A flow cover \((C_1, C_2)\) is defined by two sets \( C_1 \subseteq (S, \bar{S}) \) and \( C_2 \subseteq (\bar{S}, S) \) such that \( \mu = \sum_{(i,j) \in C_1} b_{ij}^L - \sum_{(j,i) \in C_2} b_{ji}^L - d_{(S,S)}^L > 0 \). The flow cover inequality (FCI) is then defined as

\[
\sum_{(i,j) \in C_1} (x_{ij}^L + (b_{ij}^L - \mu)^+(1 - y_{ij})) \leq \sum_{(j,i) \in D_2} \min\{b_{ji}^L, \mu\} y_{ji} + \sum_{(j,i) \in C_2} b_{ji}^L + d_{(S,S)}^L + \sum_{(j,i) \in (S,S) \setminus C_2 \cup D_2} x_{ji}^L,
\]  

(17)

where \( a^+ = \max\{0, a\} \) and \( D_2 \subset (\bar{S}, S) \setminus C_2 \). This inequality has been studied by several authors [35, 42, 53, 59] and is implemented in state-of-the-art MIP software tools.

Using the same notation as above, a flow pack \((C_1, C_2)\) is defined by two sets \( C_1 \subseteq (S, \bar{S}) \) and \( C_2 \subseteq (\bar{S}, S) \) such that \( \mu = \sum_{(i,j) \in C_1} b_{ij}^L - \sum_{(j,i) \in C_2} b_{ji}^L - d_{(S,S)}^L < 0 \). The flow pack inequality (FPI) is then defined [5, 58] as

\[
\sum_{(i,j) \in C_1} x_{ij}^L + \sum_{(i,j) \in D_1} (x_{ij}^L - \min\{b_{ij}^L, -\mu\} y_{ij})) \leq - \sum_{(j,i) \in C_2} (b_{ji}^L + \mu)^+(1 - y_{ji}) + \sum_{(j,i) \in (S,S) \setminus C_2} x_{ji}^L + \sum_{(i,j) \in C_1} b_{ij}^L,
\]  

(18)
where $D_1 \subset (S, \bar{S}) \setminus C_1$. The FPI can be viewed as a flow cover inequality for the relaxation of $F(SCF^L_S)$ defined by the inequality $\sum_{(i,j) \in (S, \bar{S})} x_{ij}^L - \sum_{(i,j) \in (S, \bar{S})} y_{ij}^L - t_{(S, \bar{S})}^L \leq -d_{(S, \bar{S})}^L$, where $t_{(S, \bar{S})}^L$ is a slack variable. Under mild conditions, both the FCI and FPI can be lifted to obtain facet-defining inequalities for $conv(F(SCF^L_S))$ [5, 35].

3 Separation and Lifting Methods

In this section, we present separation and lifting procedures for each class of VI presented above. We first note that the separation of strong inequalities is trivial, as it suffices to scan each arc and each commodity to identify all violated inequalities. For all cutset-based inequalities, we assume a cutset $(S, \bar{S})$ is given (see Section 4 for a description of cutset generation procedures). We first present separation and lifting for CI and MCI, and then we explain how we generate FCI and FPI using a new separation routine for these classes of inequalities. In this section and in the remainder of the paper, we use $(\bar{x}, \bar{y})$, with the appropriate indices, to denote the current fractional LP solution.

3.1 Cover and Minimum Cardinality Inequalities

To generate cover and minimum cardinality inequalities, we first determine, a priori, two subsets $C_1$ (the open arcs) and $C_0$ (the closed arcs) in $(S, \bar{S})$ that satisfy the condition

$$\sum_{(i,j) \in (S, \bar{S}) \setminus (C_1 \cup C_0)} u_{ij} \geq d_{(S, \bar{S})} - \sum_{(i,j) \in C_1} u_{ij} > 0.$$

To find $C_1$ and $C_0$, we perform procedure **OpenCloseArcs** (summarized in Algorithm 1), which uses the variables $U$ and $D$ to represent, respectively, the residual capacity (i.e., $\sum_{(i,j) \in (S, \bar{S}) \setminus (C_1 \cup C_0)} u_{ij}$), and the residual demand (i.e., $d_{(S, \bar{S})} - \sum_{(i,j) \in C_1} u_{ij}$). The procedure makes use of the current LP solution $\bar{y}$, attempting to close an arc $(i, j)$ with a small value $\bar{y}_{ij}$ (as measured by a threshold $\epsilon$) and such that the residual capacity after closing arc $(i, j)$ still covers the residual demand $D$ (i.e., $U - u_{ij} \geq D$). Similarly, the procedure attempts to open an arc $(i, j)$ with a large value $\bar{y}_{ij}$ (as measured by a threshold $1 - \epsilon$) and such that there is still some residual demand to cover after opening arc $(i, j)$ (i.e., $D - u_{ij} > 0$). As in Gu et al. [33], the sets $C_1$ and $C_0$ can be derived from the variables having integer values at the current LP solution, by using $\epsilon$ arbitrarily close to 0.

We define the restricted single-cutset inequality induced by $C_1$ and $C_0$ as

$$\sum_{(i,j) \in (S, \bar{S}) \setminus (C_1 \cup C_0)} u_{ij} \bar{y}_{ij} \geq d_{(S, \bar{S})} - \sum_{(i,j) \in C_1} u_{ij}.$$

To define a cover $C$ for this restricted cutset inequality, we have implemented the heuristic approach proposed by Gu et al. [33, 34] in their extensive study of cover inequalities. The basic idea of this heuristic is to try to exclude as much as possible from the set $C$ the arcs with large $\bar{y}_{ij}$, in order to increase the chance of finding a violated inequality.
Algorithm 1 OpenCloseArcs

1: \( U \leftarrow \sum_{(i,j) \in (S,\bar{S})} u_{ij}, \quad D \leftarrow d_{(S,\bar{S})} \)
2: for arc \((i,j) \in (S,\bar{S})\) (in arbitrary order) do
3: \( \) if \( \bar{y}_{ij} \leq \epsilon \) and \( (U - u_{ij} \geq D) \) then
4: \( \) Add \((i,j)\) to \( C_0 \)
5: \( \) Close \((i,j)\) by setting \( U \leftarrow U - u_{ij} \)
6: \( \) end if
7: \( \) if \( \bar{y}_{ij} \geq 1 - \epsilon \) and \( (D - u_{ij} > 0) \) then
8: \( \) Add \((i,j)\) to \( C_1 \)
9: \( \) Open \((i,j)\) by setting \( D \leftarrow D - u_{ij} \) and \( U \leftarrow U - u_{ij} \)
10: \( \) end if
11: \( \) end for

(i.e., \( \sum_{(i,j) \in C} \bar{y}_{ij} < 1 \)). Therefore, the heuristic considers the arcs in non-decreasing order of \( \bar{y}_{ij} \), instead of \( \frac{\bar{y}_{ij}}{u_{ij}} \), as would be performed by the classical greedy heuristic for the 0-1 knapsack problem. Ties are broken by considering the arcs in non-increasing order of their capacity. Once a cover is obtained, it is easy to extract a minimal cover from it, by removing some of the arcs until the cover becomes minimal. Once the cover \( C \) is constructed, the induced inequality might be strengthened by the lifting procedure presented next. Note that, even if the identified cover inequality is not violated, we might find a violated one through the lifting procedure.

To generate an MCI, it suffices to use a sorting algorithm to compute the least number of arcs that must be opened in the set \((S,\bar{S}) \setminus (C_1 \cup C_0)\). Although the MCI is weak in general, by deriving it over a restriction of \((S,\bar{S})\), followed by the application of a lifting procedure, one can obtain a strengthened VI.

CI and MCI derived from the restricted cutset inequality have the following general form:

\[
\sum_{(i,j) \in B} y_{ij} \geq L,
\]

with \( L = 1 \) and \( B \) corresponding to a cover, in the case of a cover inequality, while for a minimum cardinality inequality, \( B = (S,\bar{S}) \setminus (C_1 \cup C_0) \) and \( L \) is equal to the least number of arcs that must be used in \( B \). Since this inequality is restricted to open arcs in \( C_1 \) and closed arcs in \( C_0 \), lifting (down for the variables in \( C_1 \) and up for the variables in \( C_0 \)) is necessary to ensure its validity for \( F(\text{SC}_S) \).

Lifting amounts to determining coefficients \( \gamma_{ij} \) for all \((i,j) \in (S,\bar{S}) \setminus B\) such that

\[
\sum_{(i,j) \in (S,\bar{S}) \setminus B} \gamma_{ij}y_{ij} + \sum_{(i,j) \in B} y_{ij} \geq L + \sum_{(i,j) \in (S,\bar{S}) \setminus (B \cup C_0)} \gamma_{ij}
\]

is valid for \( F(\text{SC}_S) \). The lifting procedure is applied sequentially, meaning that the variables are lifted one after the other in some predetermined order. For each \((i,j)\), it is well-known that the corresponding lifting coefficient \( \gamma_{ij} \) can be determined by solving a 0-1 knapsack problem. The quality of the resulting lifted inequality depends on the order
in which the variables are lifted. Note that, lifting down the variables in \((S, \bar{S})\) contributes to the violation of the inequality since \(\gamma_{ij} \bar{y}_{ij} \leq \gamma_{ij}\). However, lifting up the variables in \(C_0\) has a negative impact on the violation in the sense that an inequality violated prior to this lifting step might become satisfied after. This might happen if some variables in \(C_0\) have positive values (\(\bar{y}_{ij} > 0\)) at the current LP solution. We conclude that lifting down the variables in \((S, \bar{S})\) \((B \cup C_0)\) must be accomplished before lifting up the variables in \(C_0\). Moreover, when lifting down the variables in \((S, \bar{S})\) \((B \cup C_0),\) those with fractional values are lifted first, in non-decreasing order of their current values. Ties are broken by considering first the arcs in non-increasing order of their capacity. When lifting up the variables in \(C_0\), we do the exact opposite.

The cover and minimum cardinality inequalities display similar structures and, thus, the same lifting strategy is used for both. Different values of the parameter \(\epsilon\) in procedure \textbf{OpenCloseArcs} are used to define the restricted sets \(C_0\) and \(C_1\). For the CI, we set \(\epsilon = 0\), i.e., all variables with an integer value are fixed to that value, as in [33]. For the MCI, following preliminary computational experiments, we set \(\epsilon = 0.5\), which is somewhat intuitive. Indeed, unlike the CI, which is based on a minimal cover, the MCI by itself is not strong. Therefore, closing and opening as many arcs as possible, as reflected by the value \(\epsilon = 0.5\), and then lifting the variables that have been fixed, will lead to a stronger inequality.

### 3.2 Flow Cover and Flow Pack Inequalities

To generate flow cover and flow pack inequalities, we use two simpler VI for \(F(SCF^L_S)\). The first one is the \textit{single-arc flow pack inequality} (SFPI), defined as:

\[
\sum_{(i,j) \in C'_1} x^L_{ij} + x^L_{rt} \leq \left( \sum_{(j,i) \in C'_2} b^L_{ji} + d^L_{(S,\bar{S})} y_{rt}\right) + \sum_{(j,i) \in (S,\bar{S}) \setminus C'_2} x^L_{ji} + (1 - y_{rt}) \sum_{(i,j) \in C'_1} b^L_{ij}, \tag{19}
\]

where \((r, t) \in (S, \bar{S}), C'_1 \subseteq (S, \bar{S}) \setminus \{(r, t)\}\) and \(C'_2 \subseteq (\bar{S}, S)\). The second VI is called the \textit{single-arc flow cover inequality} (SCFI):

\[
\sum_{(i,j) \in C'_1} x^L_{ij} + x^L_{rt} \leq \left( \sum_{(j,i) \in C'_2} b^L_{ji} + d^L_{(S,\bar{S})}(1 - y_{rt})\right) + \sum_{(j,i) \in (S,\bar{S}) \setminus C'_2} x^L_{ji} + y_{rt} \sum_{(i,j) \in C'_1} b^L_{ij}, \tag{20}
\]

where \((r, t) \in (\bar{S}, S), C'_1 \subseteq (S, \bar{S})\) and \(C'_2 \subseteq (\bar{S}, S) \setminus \{(r, t)\}\). The Appendix shows the validity of these inequalities and specifies conditions under which they can be used to derive violated FCI and FPI.

The interest of these single-arc inequalities is that their separation problems are simple, in contrast with the FCI and the FPI, which are hard to separate. Indeed, given \((\bar{x}, \bar{y})\) the current LP solution and an arc \((r, t) \in (S, \bar{S}),\) separating the SFPI consists in setting

\[
C'_1 = \{(i, j) \in (S, \bar{S}) \setminus \{(r, t)\} | \bar{x}^L_{ij} > (1 - \bar{y}_{rt}) b^L_{ij}\},
\]

\[
C'_2 = \{(j, i) \in (\bar{S}, S) | b^L_{ji} \bar{y}_{rt} < \bar{x}^L_{ji}\}.
\]
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For each subset $S$ generated by the cutting-plane algorithm, the separation procedure thus scans each arc in $(S, \bar{S})$, trying to find a violated SFPI associated with this arc. If $S$ consists of a singleton containing the origin of commodity $k$, we set $L = \{k\}$ and $C_2' = \emptyset$, since in this case there is no flow of commodity $k$ coming into $r$. Otherwise, we set $L = \{k \in K | \bar{x}_{rt}^k > 0\}$, in order to maximize the left-hand side of (19) and increase the chance of a violation. The separation procedure for the SFCI is derived in a similar way.

Once a violated SFPI is obtained, we lift the inequality to obtain an FPI. First, we set $C_1 = C_1'$, $C_2 = C_2'$ and $\mu = \mu'$. Then, we initialize $D_1 = \{(r, t)\}$ and add to $D_1$ each arc $(i, j) \in (\bar{S}, S) \setminus C_1'$ such that $\bar{x}_{ij}^r - \min\{b_{ij}^r, -\mu\} \bar{y}_{ij} > 0$. Finally, we lift the resulting FPI by applying the function proposed by Atamtürk [5]: we lift all variables in $C_1$ and the variables in $(\bar{S}, S) \setminus C_2'$ such that $\bar{y}_{ij} = 0$. In addition, if $\mu' + b_{rt}^L > 0$, we lift the violated SFPI to generate a violated FCI. We first add $(r, t)$ to $C_1'$ to obtain $C_1$, set $C_2 = C_2'$ and compute $\mu = \mu' + b_{rt}^L$. Then, for each arc $(i, j) \in C_1$ such that $b_{ij}^L > \mu$, we add to the left hand side of the inequality the term $(b_{ij}^L - \mu)(1 - y_{ij})$. We then set $D_2 = \{(j, i) \in (\bar{S}, S) \setminus C_2' \mid \bar{x}_{ji}^r > \min\{b_{ji}^L, \mu\} \bar{y}_{ji}\}$. Finally, we lift the resulting FCI by applying the function proposed by Atamtürk [5]: we lift all variables in $C_2$ and the variables in $(\bar{S}, S) \setminus C_1$ such that $\bar{y}_{ij} = 0$.

We proceed similarly when a violated SFCI is generated. First, we lift the inequality to derive a violated FCI. To this end, we set $C_1 = C_1'$, $C_2 = C_2'$ and $\mu = \mu'$, and then proceed as above to obtain a lifted FCI. If $\mu' - b_{rt}^L < 0$, we also lift the violated SFCI to generate a violated FPI, by setting $C_1 = C_1'$, adding $(r, t)$ to $C_2'$ to obtain $C_2$ and computing $\mu = \mu' - b_{rt}^L$; then, we proceed as above to generate a lifted FPI.

To summarize, for each cutset identified by the cutting-plane algorithm, the separation procedure first identifies violated SFPI and SFCI. For each of these violated inequalities, lifting is applied to generate a FCI, a FPI, or both. Our approach to generate FCI and FPI contrasts significantly with the standard separation procedure, which uses a relaxation involving only the 0-1 variables, thus allowing to derive FCI and FPI from simple covers [50]. Here, we use a relaxation that involves both the 0-1 and the continuous variables, allowing us to derive FCI and FPI from single-arc structures.

4 Cutting-Plane Algorithm

The cutting-plane algorithm (Algorithm 2) starts by solving the LP relaxation of formulation (1)-(7), the so-called weak relaxation of the problem. Subsequently, it alternates between the generation of cuts and the solution of the current LP relaxation (with the addition of all cuts generated so far). The generation of cuts is controlled by parameters that determine whether or not the separation and lifting procedures for each class of VI should be activated. If the generation of any one of the cutset-based inequalities (i.e., LCI, LMCI, FCI, FPI) is activated, the generation of cuts starts by identifying a family of cutsets. For each cutset in this family, the corresponding violated cutset-based inequalities are generated.

The cutting-plane algorithm follows two phases. In Phase I, the family of cutsets
is based on singletons, i.e., for each cutset \((S, \bar{S})\), \(S\) is an origin or \(\bar{S}\) is a destination for at least one commodity. Phase I iterates over this family of cutsets until no further significant improvement in the lower bound, \(z\), is observed. In Phase II, more complex families of cutsets are generated, using one of the three approaches described in the remainder of this section. At the end of Phase II, if the bound has improved from the first to the second phase, Phase I is launched all over again. To limit the total computational effort, we use three parameters (their setting is discussed in Section 5.4):

- \(\delta\), the minimum bound improvement required to continue the procedure (in Phase I, we compute the improvement between two consecutive LPs; in Phase II, we compare the lower bounds at the beginning and at the end of the phase);
- \(T_{\text{max}}\), which limits \(T\), the number of calls to Phase II;
- \(M_{\text{max}}\), which is an upper bound on the cardinality of the subsets \(S\) generated in Phase II.

Three approaches are used to generate families of cutsets in Phase II (Step 18 of the procedure). The first approach, called \(\text{Enumeration}\), consists in generating all possible subsets of \(N\) of cardinality \(M\). Clearly, \(M_{\text{max}}\) should then be kept at a relatively small value, otherwise the number of cutsets is prohibitively large. In Section 5.4, the \(\text{Enumeration}\) approach is compared with the two other approaches, described in the next two subsections, which generate only some of the subsets of \(N\) of cardinality \(M\).

### 4.1 Articulation Sets and Metric Inequalities

The second approach uses the notion of articulation set, which is a set \(S \subset N\) such that the removal of \(S\) disconnects, for at least one commodity \(k\), its origin \(O(k)\) from its destination \(D(k)\). Note that if \(k \in K(S, \bar{S})\), i.e., \(O(k) \in S\) and \(D(k) \in \bar{S}\), \(S\) is by definition an articulation set for \(k\), but there might be other articulation sets such that \(O(k) \in \bar{S}\). To identify all articulation sets of cardinality \(M\), we consider every subset \(S\) of cardinality \(M\) and solve shortest path problems for every commodity \(k\) with all arc lengths equal to 0, except those of the arcs in \((S, \bar{S})\), which are set to 1. If the shortest path length for commodity \(k\) is greater than 0, \(S\) is identified as an articulation set. In addition, if the shortest path length for commodity \(k\) is greater than 1, this means that every path between \(O(k)\) and \(D(k)\) must cross \((S, \bar{S})\) more than once. Under this condition, the single-cutset inequality

\[
\sum_{(i,j) \in (S, \bar{S})} u_{ij} y_{ij} \geq \sum_{k \in K(S, \bar{S})} d^k
\]  

is dominated by a metric inequality [51], whose general form is:

\[
\sum_{(i,j) \in (S, \bar{S})} u_{ij} y_{ij} \geq \sum_{k \in K} \pi_k^k d_k,
\]
Algorithm 2 CuttingPlane

1: Solve the weak relaxation, yielding $z$ (the optimal value) and $\bar{y}$ (the design solution)
2: if $\bar{y}$ is integral then
3: stop
4: end if
5: $z_{last} \leftarrow z$ and $T \leftarrow 0$
6: Phase I: Generate cuts, using the family of cutsets based on all singletons
7: if some cuts were found then
8: Solve the LP relaxation, yielding $z$ and $\bar{y}$
9: if $\bar{y}$ is integral or $z - z_{last} \leq \delta$ then
10: stop
11: end if
12: $z_{last} \leftarrow z$ and go to 6
13: end if
14: Phase II:
15: if $T < T_{max}$ then
16: $z_{last} \leftarrow z$ and $T \leftarrow T + 1$
17: for $M = 2$ to $M_{max}$ do
18: Generate a family of cutsets based on subsets of $N$ of cardinality $M$
19: Generate cuts, using the current family of cutsets
20: if some cuts were found then
21: Solve the LP relaxation, yielding $z$ and $\bar{y}$
22: if $\bar{y}$ is integral then
23: stop
24: end if
25: end if
26: end for
27: if $z - z_{last} > \delta$ then
28: go to 6
29: end if
30: end if
where \( \pi^k_{(S,S)} \) is the length of the shortest path between \( O(k) \) and \( D(k) \) with arc lengths equal to 1 in \((S,\bar{S})\) and 0 everywhere else. Indeed, when \( S \) is an articulation set only for the commodities in \( K(S,\bar{S}) \) and every path between \( O(k) \) and \( D(k) \) crosses \((S,\bar{S})\) only once, for each commodity \( k \in K(S,\bar{S}) \), then the single-cutset inequality (21) reduces to (22); otherwise, (21) is dominated by (22). The validity of (22) is easy to prove by using LP duality (see [17] for a complete discussion).

In the so-called Articulation approach, we thus generate all cutsets \((S,\bar{S})\) where \( S \) is an articulation set of cardinality \( M \). The articulation sets for cardinality \( M \) are generated only once, before the first execution of the for loop at Step 17, and the corresponding cutsets are stored in memory for subsequent calls to Phase II (this is also how the Enumeration approach is implemented). When violations of the cutset-based inequalities are examined, the constant term \( d^L_{(S,S)} \) is replaced by \( \sum_{k \in L} \pi^k_{(S,S)} d^k \), since the shortest path lengths have already been computed.

### 4.2 Metaheuristics-Based Cutset Generation

In this third approach, the generation of the corresponding families of cutsets is dynamic, as it depends on the current solution to the LP relaxation. In this Heuristic approach, new families of cutsets are obtained by partitioning the set of nodes \( N \) into \( L \) subsets \( S_l, l = 1, ..., L \), such that \( S_l \cap S_k = \emptyset \), for all \( l \neq k \), and \( \cup_{l=1,...,L} S_l = N \). Then, each subset \( S_l, l = 1, ..., L \), induces two cutsets \((S_l,\bar{S}_l)\) and \((\bar{S}_l, S_l)\), and the corresponding partition of \( N \) determines a family of cutsets available for the generation of violated VI.

This approach is inspired by principles derived from metaheuristics. First, it calls upon a construction procedure to provide an initial partition of \( N \) into subsets of cardinality \( M \). Cuts are generated on this initial family of cutsets. Then, a fixed number, \( I_{\text{max}} \), of iterations of a local search procedure is performed to derive new partitions of \( N \) into subsets of cardinality \( M \). Each new partition is obtained by simply moving nodes among subsets around a cycle, thus preserving the subset cardinality from the initial partition to the new one. For each partition thus obtained, cuts are generated for the corresponding family of cutsets. To summarize, in the Heuristic approach, the family of cutsets generated at Step 18 is the union of the families of cutsets obtained by the construction procedure and the \( I_{\text{max}} \) calls to the local search procedure.

The initial partition of \( N \) into subsets of cardinality \( M \) is obtained by the construction procedure called \texttt{GenerateMultiSet}(M) (Algorithm 3). Since all types of cutset-based inequalities have a higher chance of being violated when the arcs in \((S_l,\bar{S}_l)\) display small fractional values \( \bar{y}_{ij} \), the procedure attempts to construct the sets \( S_l \) with the objective of minimizing \( \sum_{(i,j) \in (S_l,\bar{S}_l)} \bar{y}_{ij} \) and \( \sum_{(j,i) \in (S_l,\bar{S}_l)} \bar{y}_{ji} \). At any step of the procedure, let \( S_l \) be a subset of \( N \) of cardinality smaller than \( M \). Initially, the family contains one subset, \( S_1 \), having a single element (arbitrarily chosen). We denote free node, a node that is not included in any subset, and \( \bar{N} \), the set of all free nodes. Also, for each free node \( j \), let

\[
w_j = \max \left\{ \max_{i \in S_l} \bar{y}_{ij}, \max_{i \in \bar{S}_l} \bar{y}_{ji} \right\}.
\]

To achieve our objective, we identify the free node \( n \) such that \( n = \arg \max_{j \in \bar{N}} \{ w_j \} \). If \( n \)
exists, then we add it to \( S_l \) and move to the next step: continue with the construction of \( S_l \), if \(|S_l| < M\) or, otherwise, proceed to the construction of \( S_{l+1} \) (by selecting arbitrarily some free node and then repeating the process). If, however, no free node is connected by an arc to at least one node in \( S_l \), we choose \( n \) arbitrarily among the free nodes. The procedure stops when there are no more free nodes.

**Algorithm 3** GenerateMultiSet(\( M \))

1: \( \bar{N} \leftarrow N, \ l \leftarrow 1 \)
2: if \( \bar{N} = \emptyset \) then
3: stop
4: end if
5: Select (arbitrarily) a node \( m \in \bar{N} \)
6: Add \( m \) to \( S_l \) and remove it from \( \bar{N} \)
7: if \( |S_l| \geq M \) then
8: \( l \leftarrow l + 1 \) and go to 2
9: end if
10: \( n \leftarrow \arg\max_{j \in \bar{N}} \{w_j\} \)
11: if \( n \) exists then
12: \( m \leftarrow n \) and go to 7
13: end if
14: Go to 2

Note that the procedure attempts to first include in \( S_l \) a free node that is connected by an arc to at least one node in \( S_l \) to avoid generating VI that are aggregations of previously generated VI. Indeed, sets \( S_l \) must be connected, otherwise the corresponding cutset-based inequalities will be dominated by others. Our construction procedure is similar to the heuristic methods used in [11, 28, 52, 54], in that these approaches also build a subset \( S \) by starting from a single node and by gradually enlarging it through the addition of neighboring nodes that are connected by an arc to at least one node in \( S \). The difference lies in the criteria being used to add a neighboring node; [52] use the same criterion as ours, but also other criteria, while [11, 28, 54] use the sum of the slack and the value of the dual variable in the capacity constraint. The local search procedure, that we now present, has no analog in the literature, to the best of our knowledge.

The local search procedure identifies new families of cutsets by performing exchanges of nodes among subsets of the current family. The basic idea behind these exchanges is to obtain a new subset \( S'_l \) from a subset \( S_l \) by moving a node \( n \) from some set \( S_k, S_k \subset S_l, \) to \( S_l \). These exchanges are performed by the procedure MultiExchange((\( S_l \))_{l=1,...,L}, \( W, W_N \)), illustrated in Algorithm 4. The sets \( W \) and \( W_N \) contain, respectively, the indices \( l \) of all subsets \( S_l \) and the nodes \( n \in N \) involved in some exchanges at previous calls to the procedure. These sets are used to ensure that the exchanges reach different subsets and involve different nodes, thus creating new cutsets at each iteration. The procedure considers at each step a set \( S_l \) and aims to identify and move to \( S_l \) the node \( n \) such that

\[
n = \arg\max_{j \in (N \setminus W_N) \cap (\cup_{k \in W, S_k \subset S_l} S_k)} \{w_j\}.
\]
Note that \( n \in N \setminus W_N \) is chosen among the set of nodes connected by an arc to at least one node in \( S_l \). Again, this strategy attempts to avoid generating VI that are aggregations of previously generated ones. Once \( n \) is identified, we move it from some set \( S_k \) to \( S_l \). Then, the procedure repeats the process by considering subset \( S_k \) at the next iteration. The procedure starts with a set \( S_l \) not involved in previous exchanges (i.e., \( l \notin W \)). The procedure also stores in set \( V \) the indices of the subsets \( S_l \) considered at each iteration and stops whenever it finds a couple of subsets \((S_l, S_k)\) involved in an exchange such that \( k \in V \). This strategy identifies a cycle on which the nodes are moved around. By doing so, all subsets have the same cardinality as before the exchanges.

**Algorithm 4 MultiExchange((S\(_l\))\(_{l=1,...,L}\), W, W\(_N\))**

1: \( V \leftarrow \emptyset \)
2: if \( W = \{1, ..., L\} \) then
3: \( W \leftarrow \emptyset \)
4: end if
5: Let \( l \notin W \) correspond to some set not involved in previous exchanges
6: \( n \leftarrow \arg\max_{j \in (N \setminus W_N) \cap (\cup_{k \notin W, S_k \subset S_l} S_k)} \{w_j\} \)
7: if \( (\cup_{k \notin W, S_k \subset S_l} S_k) = \emptyset \) then
8: \( W \leftarrow \emptyset \) and go to 5
9: end if
10: if \( n \) does not exist then
11: \( W_N \leftarrow \emptyset \) and go to 5
12: end if
13: Let \( S_k \subset \bar{S}_l \) such that \( n \in S_k \)
14: Move \( n \) from \( S_k \) to \( S_l \)
15: \( W_N \leftarrow W_N \cup \{n\} \)
16: \( W \leftarrow W \cup \{l\} \)
17: if \( V = \emptyset \) then
18: \( l_0 \leftarrow l \)
19: end if
20: \( V \leftarrow V \cup \{l\} \)
21: if \( k \in V \) then
22: if \( k \neq l_0 \) then
23: \( n \leftarrow \arg\max_{i \in S_{l_0}} (\max_{j \in S_k} \bar{y}_{ij}, \max_{j \in S_k} \bar{y}_{ji}) \)
24: Move \( n \) from \( S_{l_0} \) to \( S_k \) (to complete the cycle)
25: end if
26: Stop
27: end if
28: \( l \leftarrow k \) and go to 6
5 Computational Results

Computational experiments were performed with four objectives in mind: 1) Verify that our implementation of separation and lifting procedures for CI and FCI is competitive with that of a state-of-the-art MIP solver (CPLEX, version 12); 2) Compare the relative performance of the different classes of VI; 3) Test the performance of the cutset generation procedures; 4) Evaluate the quality of the formulations obtained from different variants of the cutting-plane algorithm, by performing the B&B algorithm of CPLEX (version 12) on each of these formulations. Following a first section that describes the data instances and the performance measures used in the experiments, we present and analyze the results in the four subsequent subsections, each dedicated to one of these objectives. To facilitate reading, we recall the abbreviations used for each class of inequalities: SI, strong inequalities (9); CI, cover inequalities (13); MCI, minimum cardinality inequalities (14); FCI, flow cover inequalities (17); FPI, flow pack inequalities (18).

5.1 Data Instances and Performance Measures

Computational experiments were conducted on a publicly available set of 196 instances (the so-called “Canad” instances [26]) used in several papers on the MCND (for instance [31, 37, 40]) and described in detail by Crainic et al. [21]. These problem instances consist of general transshipment networks with one commodity per origin-destination and no parallel arcs. Associated with each arc are three positive quantities: the capacity, the fixed charge, and the transportation cost. These instances are characterized by various degrees of capacity tightness, with regard to the total demand, and importance of fixed design cost, with respect to the transportation cost.

The instances are divided into three classes. Class I (the “C” instances in [26]) consists of 31 problem instances with many commodities compared to the number of nodes, while Class II (the “C+” instances in [26]) contains 12 problem instances with few commodities compared to the number of nodes. Class III (the “R” instances in [26]) is divided into two categories, A and B, each containing nine sets of nine problem instances each. Each set is characterized by the numbers of nodes, arcs, and commodities, which are the same for the nine instances, and by instance-specific levels of fixed cost and capacity tightness. Class III-A (instances “R01” to “R09”) contains 72 small size problem instances with 10 nodes (nine infeasible instances have been discarded), while Class III-B (instances “R10” to “R18”) contains 81 medium to large size instances with 20 nodes.

To evaluate the performance of the different formulations and variants of the cutting-plane algorithm, we use three measures:

- The computing time, \( t \), where all experiments are performed on a network of Dual-Core AMD Opteron (using a single thread) with 8 Gigabytes of RAM operating under SunOS 5.10. The procedures are coded in C++. To solve the LP relaxations, we use the dual simplex implementation of CPLEX, version 12.

- The gap between the lower bound and the value of a reference solution. For the weak relaxation, we use as reference solution the best (often optimal) solution of
Table 1: Classes and Problem Dimensions

<table>
<thead>
<tr>
<th>Description Nb</th>
<th>( \Delta z^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>((t(\text{Dis}) + t(\text{Agg})))</td>
</tr>
</tbody>
</table>

Class I

<table>
<thead>
<tr>
<th>Description Nb</th>
<th>( \Delta z^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20,230,40 (3)</td>
<td>7.70% 0.1 0.1</td>
</tr>
<tr>
<td>20,230,200 (4)</td>
<td>26.50% 1.1 0.9</td>
</tr>
<tr>
<td>20,300,40 (4)</td>
<td>9.74% 0.1 0.1</td>
</tr>
<tr>
<td>20,300,200 (4)</td>
<td>21.01% 1.6 1.1</td>
</tr>
<tr>
<td>30,520,100 (4)</td>
<td>19.51% 0.8 0.9</td>
</tr>
<tr>
<td>30,520,400 (4)</td>
<td>15.32% 6.5 7.9</td>
</tr>
<tr>
<td>30,700,100 (4)</td>
<td>17.72% 0.7 0.9</td>
</tr>
<tr>
<td>30,700,400 (4)</td>
<td>17.67% 7.8 7.3</td>
</tr>
<tr>
<td>Average (31)</td>
<td>17.19% 2.4 2.5</td>
</tr>
</tbody>
</table>

Average (12) 31.18% 0.6 0.9

Class II

<table>
<thead>
<tr>
<th>Description Nb</th>
<th>( \Delta z^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>25,100,10 (3)</td>
<td>29.02% 0.1 0.1</td>
</tr>
<tr>
<td>25,100,200 (3)</td>
<td>24.44% 0.1 0.1</td>
</tr>
<tr>
<td>100,400,10 (3)</td>
<td>37.25% 0.6 0.9</td>
</tr>
<tr>
<td>100,400,200 (3)</td>
<td>34.01% 1.7 2.6</td>
</tr>
<tr>
<td>Average (31)</td>
<td>17.19% 2.4 2.5</td>
</tr>
</tbody>
</table>

Average (12) 31.18% 0.6 0.9

Class III-A

<table>
<thead>
<tr>
<th>Description Nb</th>
<th>( \Delta z^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,35,10 (6)</td>
<td>12.61% 0.0 0.0</td>
</tr>
<tr>
<td>10,35,25 (6)</td>
<td>17.96% 0.0 0.0</td>
</tr>
<tr>
<td>10,35,50 (6)</td>
<td>14.34% 0.0 0.0</td>
</tr>
<tr>
<td>10,60,10 (9)</td>
<td>20.26% 0.0 0.0</td>
</tr>
<tr>
<td>10,60,25 (9)</td>
<td>16.06% 0.0 0.0</td>
</tr>
<tr>
<td>10,60,50 (9)</td>
<td>18.67% 0.0 0.0</td>
</tr>
<tr>
<td>10,85,10 (9)</td>
<td>17.25% 0.0 0.0</td>
</tr>
<tr>
<td>10,85,25 (9)</td>
<td>18.69% 0.0 0.0</td>
</tr>
<tr>
<td>10,85,50 (9)</td>
<td>19.51% 0.0 0.0</td>
</tr>
<tr>
<td>Average (72)</td>
<td>17.80% 0.0 0.0</td>
</tr>
</tbody>
</table>

Average (81) 25.45% 1.6 0.6

Class III-B

<table>
<thead>
<tr>
<th>Description Nb</th>
<th>( \Delta z^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20,120,40 (9)</td>
<td>21.93% 0.1 0.1</td>
</tr>
<tr>
<td>20,120,100 (9)</td>
<td>19.56% 0.6 0.5</td>
</tr>
<tr>
<td>20,120,200 (9)</td>
<td>16.68% 2.3 0.8</td>
</tr>
<tr>
<td>20,220,40 (9)</td>
<td>29.91% 0.2 0.2</td>
</tr>
<tr>
<td>20,220,100 (9)</td>
<td>26.84% 0.6 0.6</td>
</tr>
<tr>
<td>20,220,200 (9)</td>
<td>23.87% 4.4 1.1</td>
</tr>
<tr>
<td>20,320,40 (9)</td>
<td>20.26% 0.0 0.0</td>
</tr>
<tr>
<td>20,320,100 (9)</td>
<td>30.27% 0.7 0.8</td>
</tr>
<tr>
<td>20,320,200 (9)</td>
<td>27.70% 5.1 1.4</td>
</tr>
<tr>
<td>Average (81)</td>
<td>17.80% 0.0 0.0</td>
</tr>
</tbody>
</table>

For any lower bound \( z^* \) computed by the cutting-plane procedure, the reference is the weak relaxation bound, and we use the following gap measure:

\[
\Delta z^* = \frac{100(z^* - z^w)}{z^*}.
\]

For any lower bound \( z \) computed by the cutting-plane procedure, the reference is the weak relaxation bound, and we use the following gap measure:

\[
\Delta z^w = \frac{100(z - z^w)}{z^w}.
\]

- The number of cuts generated by the cutting-plane algorithm.
5.2 Comparison with CPLEX Cuts

Table 2 displays the per-class average results obtained by the cutting-plane method implemented in CPLEX (version 12), with default settings, and those of our cutting-plane algorithm, using the disaggregated and aggregated commodity representations. We aim especially to compare the respective implementations of CI and FCI. For a fair comparison, single-node cutset structures have been added to the formulations given to CPLEX. These special structures are redundant in the formulation but allow CPLEX to identify violated cover inequalities. The columns “CI” and “FCI” display, respectively, the average results obtained by using CI alone and FCI alone, while the columns “All” and “Enum1” show the average results obtained by using all classes of VI in “CPLEX” and our “Cutting-Plane” algorithm. Note that “Enum1” denotes the variant of our cutting-plane algorithm that performs only Phase I, i.e., all classes of VI are used, but only single-node cutsets are used in the cutset generation procedure.

The results indicate that our implementation of separation and lifting procedures for CI and FCI is competitive with that of a general-purpose state-of-the-art MIP solver. Indeed, we observe, when generating cover inequalities, better gap improvements with our implementation on the disaggregated models and the opposite on the aggregated models; in all cases, the differences both in terms of gap improvement, time and number of cuts are relatively minor. When generating flow cover inequalities, our implementation provides better gap improvements on average, in much less time for the disaggregated models (even though about three times more cuts on average are generated by our implementation) and in slightly more time for the aggregated models. This shows that our separation method for FCI provides effective results for our MCND instances; it would be interesting to evaluate the performance of this separation method on general MIPs.

We have added the results with all classes of cuts implemented in CPLEX and in our algorithm to show that, even in that case, our results remain competitive. For the disaggregated models, the gap improvements are better on average, but these improvements are obtained with much less computational effort; for the aggregated models, the gap improvements are also better on average, but the computing times are slightly higher. We note, however, that the number of cuts generated by our implementation is significantly larger than the number of cuts generated by CPLEX. This is certainly a concern when implementing our cutting-plane method within a B&B framework, but only moderately so, since procedures to remove inactive cuts can be easily added to ensure the size of the formulations remains tractable.

These results also suggest the following observations, which we will confirm with further experiments:

- Based on the gap improvements, we can conclude that cover inequalities (with $\Delta z^w$ always less than 10% on average) are dominated by flow cover inequalities (with $\Delta z^w$ always larger than 20% on average). This is true not only for our algorithm, but also for CPLEX. Given the fact that CI is derived from the single-cutset relaxation, which is itself a relaxation of the single-cutset flow structure, from which we obtain FCI, the dominance of FCI over CI was expected, but not the extent by which FCI dominates CI.
Flow cover inequalities capture most of the lower bound improvement coming from all types of cuts; this is true for our cutting-plane algorithm, but also for CPLEX. These results confirm the literature on fixed-charge network design that identifies FCI as strong VI for such problems.

The disaggregated commodity representation provides better lower bound improvements than the aggregated one, at the expense of higher computing times; again, this is true for our cutting-plane algorithm and for CPLEX. The two algorithms differ significantly, however, in their respective computational effort to handle the disaggregated commodity representation, our implementation being an order of magnitude faster on average, in spite of generating a significantly larger number of cuts.

### Table 2: CPLEX Cuts Versus Cutting-Plane Algorithm

<table>
<thead>
<tr>
<th>Classes</th>
<th>Nb</th>
<th>CI</th>
<th>FCI</th>
<th>Enum1</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Δz^w</td>
<td>t</td>
<td>Cuts</td>
<td>Δz^w</td>
<td>t</td>
</tr>
<tr>
<td>Class I (31)</td>
<td>0.48%</td>
<td>10.1</td>
<td>7</td>
<td>17.95%</td>
<td>1606.8</td>
</tr>
<tr>
<td>Class II (12)</td>
<td>23.26%</td>
<td>0.1</td>
<td>18</td>
<td>38.19%</td>
<td>0.8</td>
</tr>
<tr>
<td>Class III-A (72)</td>
<td>5.39%</td>
<td>0</td>
<td>5</td>
<td>17.71%</td>
<td>0.1</td>
</tr>
<tr>
<td>Class III-B (81)</td>
<td>4.59%</td>
<td>2.4</td>
<td>13</td>
<td>27.87%</td>
<td>101.8</td>
</tr>
<tr>
<td>Average (196)</td>
<td>5.37%</td>
<td>2.6</td>
<td>9</td>
<td>23.20%</td>
<td>296.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classes</th>
<th>Nb</th>
<th>CI</th>
<th>FCI</th>
<th>Enum1</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Δz^w</td>
<td>t</td>
<td>Cuts</td>
<td>Δz^w</td>
<td>t</td>
</tr>
<tr>
<td>Class I (31)</td>
<td>1.00%</td>
<td>2.5</td>
<td>21</td>
<td>17.32%</td>
<td>158.2</td>
</tr>
<tr>
<td>Class II (12)</td>
<td>24.38%</td>
<td>0.7</td>
<td>28</td>
<td>50.66%</td>
<td>10.1</td>
</tr>
<tr>
<td>Class III-A (72)</td>
<td>8.80%</td>
<td>2.9</td>
<td>38</td>
<td>31.34%</td>
<td>63.4</td>
</tr>
<tr>
<td>Class III-B (81)</td>
<td>8.86%</td>
<td>2.9</td>
<td>38</td>
<td>27.87%</td>
<td>101.8</td>
</tr>
<tr>
<td>Average (196)</td>
<td>8.54%</td>
<td>1.6</td>
<td>27</td>
<td>26.27%</td>
<td>51.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classes</th>
<th>Nb</th>
<th>CI</th>
<th>FCI</th>
<th>Enum1</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Δz^w</td>
<td>t</td>
<td>Cuts</td>
<td>Δz^w</td>
<td>t</td>
</tr>
<tr>
<td>Class I (31)</td>
<td>0.12%</td>
<td>2.2</td>
<td>2</td>
<td>13.30%</td>
<td>43.0</td>
</tr>
<tr>
<td>Class II (12)</td>
<td>9.80%</td>
<td>0.9</td>
<td>7</td>
<td>49.31%</td>
<td>11.7</td>
</tr>
<tr>
<td>Class III-A (72)</td>
<td>2.33%</td>
<td>0.0</td>
<td>6</td>
<td>18.55%</td>
<td>0.1</td>
</tr>
<tr>
<td>Class III-B (81)</td>
<td>1.85%</td>
<td>0.6</td>
<td>4</td>
<td>26.32%</td>
<td>11.3</td>
</tr>
<tr>
<td>Average (196)</td>
<td>2.24%</td>
<td>0.7</td>
<td>3</td>
<td>22.81%</td>
<td>12.2</td>
</tr>
</tbody>
</table>

5.3 Comparison Among Classes of Valid Inequalities

In this section, we present the results of computational experiments performed to compare the relative performance of the five classes of VI. As in the previous section, only Phase
I of the cutting-plane algorithm was performed. We first present average results over all classes of instances and then, we analyze the results for the different classes of instances.

Table 3 shows, for the disaggregated and aggregated commodity representations, the improvement gap, $\Delta z^w$, and the computing time, $t$, averaged over the 196 instances. In column “None+” we show the results obtained by using each individual class alone, while in column “All-” we display the results obtained by using all classes of VI, except the one identifying the respective row. These results show the superiority of the inequalities based on continuous and 0-1 variables, i.e., SI, FCI, and FPI, over those based only on 0-1 variables, i.e., CI and MCI. They also show that the disaggregated commodity representation provides tighter formulations than the aggregated commodity representation. In particular, by adding only the SI to the disaggregated model, we obtain better lower bounds on average than by adding all the cuts to the aggregated model, in about the same computational effort. It is interesting to note that, for both commodity representations, the FPI is the most effective individual class of inequalities for improving the bound, but at the expense of a significant computational effort. In fact, the SI are essential for obtaining good performance: removing them leads to significant increase in computing time.

|                | Disaggregated | | Aggregated | | | | | | | | | | |
|----------------|---------------| |---------------| | | | | | | | | | | |
|                | None+ | | All- | | | | | | | | | | | |
| $\Delta z^w$  | $t$ | | $\Delta z^w$ | | | | | | | | | | | |
| $\emptyset$   | 0%   | 1.1 | 28.00% | 24.3 | 0%   | 0.7 | 24.01% | 16.7 | 11.73% | 0.8 | 24.01% | 21.5 | 2.24% | 0.7 | 24.02% | 15.8 | 2.09% | 0.7 | 24.03% | 14.9 | 22.81% | 12.2 | 23.99% | 11.3 | 23.95% | 17.6 | 22.87% | 9.3 |
| SI            | 26.53% | 17.8 | 27.12% | 48.1 | 11.73% | 0.8 | 24.01% | 21.5 | 2.24% | 0.7 | 24.02% | 15.8 | 2.09% | 0.7 | 24.03% | 14.9 | 22.81% | 12.2 | 23.99% | 11.3 | 23.95% | 17.6 | 22.87% | 9.3 |
| CI            | 8.54% | 1.6 | 27.96% | 25.3 | 11.73% | 0.8 | 24.01% | 21.5 | 2.24% | 0.7 | 24.02% | 15.8 | 2.09% | 0.7 | 24.03% | 14.9 | 22.81% | 12.2 | 23.99% | 11.3 | 23.95% | 17.6 | 22.87% | 9.3 |
| MCI           | 8.00% | 1.5 | 28.00% | 24.4 | 11.73% | 0.8 | 24.01% | 21.5 | 2.24% | 0.7 | 24.02% | 15.8 | 2.09% | 0.7 | 24.03% | 14.9 | 22.81% | 12.2 | 23.99% | 11.3 | 23.95% | 17.6 | 22.87% | 9.3 |
| FCI           | 26.27% | 51.9 | 28.01% | 26.5 | 22.81% | 12.2 | 23.99% | 11.3 | 23.95% | 17.6 | 22.87% | 9.3 |
| FPI           | 26.89% | 51.2 | 27.94% | 21.0 | 23.95% | 17.6 | 22.87% | 9.3 |

Table 3: Comparison of Valid Inequalities for All Instances

Table 4 analyzes, for each class of instances, the effect of activating each individual class of inequalities, for the disaggregated and aggregated commodity representations. Results are reported only for the inequalities that involve continuous and 0-1 variables, i.e., SI, FPI, and FCI, which have already been shown to be stronger than the other classes of inequalities.

These results emphasize the differences between the aggregated and disaggregated commodity representations. Not only the SI is significantly more effective in improving the lower bound within the disaggregated representation, as expected, but also the FCI and FPI reduce the lower bound gap more significantly within the disaggregated representation, and by generating less cuts. We note that the differences between the two commodity representations are less pronounced for Class II and, to a certain extent, for Class III-A. This is not surprising, as instances in Classes II and III-A are characterized by a small number of commodities, and disaggregation has less impact on such instances. With the disaggregated commodity representation, SI shows the best overall performance regarding the lower bound improvement and the computational effort needed. For instances in Classes II and III-A, however, FPI obtains the best average gap improvement, but at the expense of increasing the computing time. When the number of commodities
Table 4: Comparison of Valid Inequalities by Classes of Instances

is significantly larger than the number of nodes, as for most instances in Classes I and III-B, SI outperforms FPI and FCI. Not only the identification of violated VI is easier with SI, but also the number of cuts generated by SI is significantly less than with FCI and FPI.

5.4 Evaluation of Cutset Generation Procedures

In this section, we assess the cutset generation approaches presented in Section 4. More precisely, the following variants of the cutting-plane algorithm were implemented and tested (all classes of VI were used):

- **Enum1**: This variant consists in performing only Phase I, i.e., only single-node cutset structures are considered.

- **Enumj, j ≥ 2**: These variants are obtained by using the *Enumeration* approach in Phase II, i.e., all subsets of \( N \) of cardinality \( j \) are generated. We report the results for two values of \( j \): 2 and 3. As we will see below, the bound improvement from *Enum2* to *Enum3* is minor, in spite of a significantly increased computational effort.

- **Artic**: This is the *Articulation* approach with \( M_{\text{max}} = 2 \), i.e., we generate all cutsets \((S, \bar{S})\), where \( S \) is an articulation set of cardinality 2.

- **Heur**: This is the *Heuristic* approach based on the construction and local search procedures, *GenerateMultiSet* and *MultiExchange*, presented in Section 4.2. The parameters of the procedures were calibrated and the following values were used: \( \delta = 0.1 \), \( T_{\text{max}} = 5 \), \( M_{\text{max}} = \left\lceil \frac{N}{2} \right\rceil \), and \( I_{\text{max}} = 20 \).

- **ArticHeur**: This variant combines the last two methods. More specifically, articulation sets of cardinality 2 are stored in memory, and when Phase II is launched to
generate cutsets corresponding to subsets of cardinality 2, these articulation sets are first considered before the Heuristic approach is performed.

<table>
<thead>
<tr>
<th>Classes</th>
<th>Disaggregated</th>
<th>Artic</th>
<th>Heur</th>
<th>ArticHeur</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nb</td>
<td>Δz^u t Cuts</td>
<td>Enum1</td>
<td>Δz^u t Cuts</td>
</tr>
<tr>
<td>Class I (31)</td>
<td>19.21%</td>
<td>95.5</td>
<td>3123</td>
<td>19.22%</td>
</tr>
<tr>
<td>Class II (12)</td>
<td>52.70%</td>
<td>5.3</td>
<td>1402</td>
<td>54.65%</td>
</tr>
<tr>
<td>Class III-A (72)</td>
<td>21.25%</td>
<td>0.1</td>
<td>363</td>
<td>21.53%</td>
</tr>
<tr>
<td>Class III-B (81)</td>
<td>33.71%</td>
<td>21.5</td>
<td>2343</td>
<td>33.78%</td>
</tr>
<tr>
<td>Average (196)</td>
<td>28.00%</td>
<td>24.3</td>
<td>1682</td>
<td>28.26%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classes</th>
<th>Aggregated</th>
<th>Artic</th>
<th>Heur</th>
<th>ArticHeur</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nb</td>
<td>Δz^u t Cuts</td>
<td>Enum1</td>
<td>Δz^u t Cuts</td>
</tr>
<tr>
<td>Class I (31)</td>
<td>14.09%</td>
<td>51.86</td>
<td>4825</td>
<td>15.27%</td>
</tr>
<tr>
<td>Class II (12)</td>
<td>51.40%</td>
<td>7.63</td>
<td>1469</td>
<td>53.95%</td>
</tr>
<tr>
<td>Class III-A (72)</td>
<td>19.36%</td>
<td>0.1</td>
<td>363</td>
<td>20.65%</td>
</tr>
<tr>
<td>Class III-B (81)</td>
<td>27.87%</td>
<td>19.5</td>
<td>2486</td>
<td>29.15%</td>
</tr>
<tr>
<td>Average (196)</td>
<td>24.01%</td>
<td>16.7</td>
<td>2014</td>
<td>25.35%</td>
</tr>
</tbody>
</table>

Table 5: Evaluation of Cutset Generation Procedures

Even though the disaggregated representation was shown superior to the aggregated one in the previous section, this was only for single-node cutset structures. The situation might change if we allow cutsets based on node subsets of higher cardinality; hence, we report results for the two commodity representations. Table 5 displays the average results obtained by the different cutset generation methods. Methods Enum2 and Enum3 are used as a basis of comparison for the Articulation and Heuristic approaches. Since Artic builds a partial list of cutsets based on node subsets of cardinality 2, its lower bound should be less than the one obtained with Enum2, which performs complete enumeration of subsets of cardinality 2. As we can see for both commodity representations, the lower bounds obtained by Artic are very close to those computed with Enum2, with a comparable computational effort. Concerning the performance of the Heuristic approach, we note that this method generates cutsets based on node subsets of cardinality 2 or more; hence, Enum3 can be used as a basis of comparison for Heur and ArticHeur. We can see that these two methods obtain lower bounds that are extremely close to those generated by Enum3 and in less computing time (sometimes significantly so, see for instance the results for Class II instances, which have more nodes than the other instances). These
results demonstrate the effectiveness, as well as the computational efficiency, of the Articulation and Heuristic approaches for generating cutset-based inequalities from node subsets of cardinality 2 or more. In spite of this, including such inequalities provides very little bound improvement on average: less than 2% for the aggregated models and as little as 0.4% for the disaggregated ones. We note, however, that some instances in Class II show more significant bound improvement. These results also confirm the superiority of the disaggregated commodity representation: the lower bounds are not only better, but they are also obtained in much less computing time and by generating less cuts.

5.5 Evaluation of Cutting-Plane Formulations

To evaluate more precisely the models obtained by different variants of our cutting-plane algorithm, we perform the B&B algorithm of CPLEX (version 12) with default options, except for a time limit of 2 hours (note that CPLEX will then generate its own cuts, according to the default options). For each instance, the best known feasible solution (which is often optimal) is provided as the initial incumbent. This way, our experiments focus only on the quality of the lower bounds in terms of their ability to prune the search tree. We perform experiments with the disaggregated and aggregated commodity representations for the following formulations:

- **Weak**: Model (1)-(7).
- **Strong**: Model (1)-(7) plus the SI identified by our cutting-plane algorithm.
- **Enum1**: Model (1)-(7) plus all the VI identified by our cutting-plane algorithm, using SI and cutset-based inequalities derived only from single-node subsets.
- **ArticHeur**: Model (1)-(7) plus all the VI identified by our cutting-plane algorithm, using SI and cutset-based inequalities derived from the ArticHeur method.

Following the experiments with the resulting eight formulations, we classify the instances into three classes:

- **Easy**: Instances that are solved to optimality by CPLEX for the eight models.
- **Difficult**: Instances that cannot be solved by CPLEX (within the time limit of 2 hours) for any of the eight formulations.
- **Medium**: Instances that are solved by CPLEX for at least one of the eight formulations.

The results for the 123 Easy instances are provided in Table 6, which gives the number of instances in each class, “Nb”, and for each tested model, the average number of nodes generated in the B&B tree, “Nodes”, and the average computing time, “t”. These results show that weak and strong aggregated models perform better for solving the easy instances in Classes III-A and III-B, with very close results for the disaggregated strong formulation, which generates less B&B nodes, but in slightly more computing time. For
the easy instances in Class II, the aggregated model obtained from “Enum1” performs best, with the disaggregated strong formulation a solid second in terms of computing time (although the number of nodes is significantly larger). For Class I instances, the disaggregated models perform much better than the aggregated ones, the disaggregated formulation obtained from “Enum1” performing slightly better than the strong model.

Table 6: CPLEX B&B, 2 hours CPU Time Limit, Easy Instances

<table>
<thead>
<tr>
<th>Classes</th>
<th>Weak</th>
<th>Strong</th>
<th>Enum1</th>
<th>ArticHeur</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nb</td>
<td>Nodes t</td>
<td>Nodes t</td>
<td>Nodes t</td>
</tr>
<tr>
<td>Class I</td>
<td>7</td>
<td>355</td>
<td>231</td>
<td>181</td>
</tr>
<tr>
<td>Class II</td>
<td>9</td>
<td>14667</td>
<td>15405</td>
<td>8070</td>
</tr>
<tr>
<td>Class III-A</td>
<td>72</td>
<td>238</td>
<td>248</td>
<td>202</td>
</tr>
<tr>
<td>Class III-B</td>
<td>35</td>
<td>2174</td>
<td>2087</td>
<td>1500</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classes</th>
<th>Weak</th>
<th>Strong</th>
<th>Enum1</th>
<th>ArticHeur</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nb</td>
<td>Nodes t</td>
<td>Nodes t</td>
<td>Nodes t</td>
</tr>
<tr>
<td>Class I</td>
<td>7</td>
<td>914</td>
<td>909</td>
<td>1228</td>
</tr>
<tr>
<td>Class II</td>
<td>9</td>
<td>17863</td>
<td>24300</td>
<td>6926</td>
</tr>
<tr>
<td>Class III-A</td>
<td>72</td>
<td>346</td>
<td>372</td>
<td>361</td>
</tr>
<tr>
<td>Class III-B</td>
<td>35</td>
<td>4147</td>
<td>3935</td>
<td>4836</td>
</tr>
</tbody>
</table>

Table 6: CPLEX B&B, 2 hours CPU Time Limit, Easy Instances

The results for the 52 Difficult instances are provided in Table 7, which gives the number of instances in each class, “Nb”, and for each tested model, the average number of nodes generated in the B&B tree, “Nodes”, and the average final gap between the best lower and upper bounds, “Δz∗”. These results show the superiority of the disaggregated commodity representation for difficult instances. Indeed, the final gap is generally smaller after 2 hours of computing time, even though the number of generated nodes is significantly smaller with the disaggregated models, which can be explained by the larger size of the disaggregated LP relaxations solved at every node of the B&B tree. The disaggregated strong model gives the best results for the difficult instances in Classes I and III-B, which are characterized by few nodes (less than 30) and many commodities (more than 100). The “ArticHeur” and “Enum1” variants perform best for the difficult instances in Class II, which have many nodes (100) and few commodities (30). Even for these instances, the final gap obtained by the disaggregated strong formulation is close to the best final gap computed with the “ArticHeur” and “Enum1” approaches.

The results for the 21 Medium instances are provided in Table 8, which gives the number of instances in each class, “Nb”, and for each tested model, the number of instances solved by CPLEX within the time limit of 2 hours, “Sol”, the average time necessary to solve these instances, “t(Sol)”, and the average final gap for the instances that could not be solved by CPLEX within 2 hours, “Δz∗”. The results show the superiority of the disaggregated strong model for solving these instances: the three instances in Class I are solved (with “Enum1” also, but in more computing time), while 13 of the 18 instances in Class III-B are solved to optimality. The disaggregated weak and the aggregated strong formulations also solve 13 instances in Class III-B, but in more computing time. In addition, the final gap for the remaining unsolved instances is smaller for the disaggregated strong model.
Table 7: CPLEX B&B, 2 hours CPU Time Limit, Difficult Instances

<table>
<thead>
<tr>
<th>Classes</th>
<th>Nb</th>
<th>Weak Nodes</th>
<th>Strong Nodes</th>
<th>Enum1 Nodes</th>
<th>ArticHeur Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>∆z*</td>
<td>∆z*</td>
<td>∆z*</td>
<td>∆z*</td>
</tr>
<tr>
<td>Class I (21)</td>
<td></td>
<td>3471 1.66%</td>
<td>4563 1.54%</td>
<td>3332 1.56%</td>
<td>2511 1.56%</td>
</tr>
<tr>
<td>Class II (3)</td>
<td></td>
<td>25121 5.40%</td>
<td>23108 4.35%</td>
<td>7062 3.98%</td>
<td>2462 3.92%</td>
</tr>
<tr>
<td>Class III-B (28)</td>
<td></td>
<td>5930 2.35%</td>
<td>6924 2.22%</td>
<td>3094 2.30%</td>
<td>2536 2.41%</td>
</tr>
</tbody>
</table>

Table 8: CPLEX B&B, 2 hours CPU Time Limit, Medium Instances

<table>
<thead>
<tr>
<th>Classes</th>
<th>Nb</th>
<th>Weak Sol</th>
<th>Strong Sol</th>
<th>Enum1 Sol</th>
<th>ArticHeur Sol</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>∆z*</td>
<td>∆z*</td>
<td>∆z*</td>
<td>∆z*</td>
</tr>
<tr>
<td>Class I (3)</td>
<td></td>
<td>2354.5 0.08%</td>
<td>2361.3 -</td>
<td>3034.3 -</td>
<td>1 60 0.07%</td>
</tr>
<tr>
<td>Class III-B (18)</td>
<td></td>
<td>2308.5 0.74%</td>
<td>1871.8 0.58%</td>
<td>2841.3 0.67%</td>
<td>9 3067.4 0.66%</td>
</tr>
</tbody>
</table>

Over all classes of instances, the disaggregated strong model emerges as the most effective one. It solves 139 instances in the smallest average computing time among the eight modeling options, while the remaining 57 unsolved instances display an average optimality gap of 1.93%. In general, adding cutset-based inequalities yields LP relaxations that are too large, which generally translates into prohibitive computational effort, although some instances in Class II can be solved more efficiently with the introduction of flow pack inequalities. The aggregated commodity representation is generally outperformed by the disaggregated one, except for the easiest instances; even for these instances, the disaggregated models perform well.

6 Conclusions

In this paper, we have presented a cutting-plane algorithm for the multicommodity capacitated fixed-charge network design problem. We have described five families of known VI: the strong, cover, minimum cardinality, flow cover, and flow pack inequalities. We have developed efficient separation and lifting procedures, as well as a cutset generation algorithm based on metaheuristics principles. Finally, we have presented computational results conducted on a large set of instances. Our computational experiments have focused on two key modeling aspects: the representation of the commodities, either aggregated or disaggregated, and the impact of the cutset-based inequalities.
Our computational study shows the strength of the disaggregated commodity representation, when combined with dynamic generation of strong inequalities. It also suggests that cutset-based inequalities have a limited impact on instances with many commodities (more than 100). Although we have tested our cutting-plane algorithm within the enumerative framework implemented in CPLEX, the procedure can be included into a more promising custom-made branch-and-cut algorithm. Finally, it would be interesting to investigate the usefulness of the proposed separation and cutset generation methods to improve the formulations of other network design formulations.
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